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Southern California is part of an eastern boundary upwelling system (EBUS).  This 

region is ecologically productive and socioeconomically significant, and how EBUS will respond 

to future changes in climate is of scientific and societal interest. Long-term monitoring is a key 

component for assessing how EBUS will be impacted by climate change and long timeseries of 

mooring observations are the focus of this dissertation.  
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Anomalous poleward flow was observed in southern California prior to and during the 

2014 marine heatwave and 2015 – 2016 El Niño. Prior to the El Niño, local forcing drove a 

strengthened wind stress curl and a more persistent Southern California Eddy (SCE). The 

poleward recirculation of the SCE into the Southern California Bight (SCB) brought more waters 

from the California Current and North Pacific Subtropical Gyre closer to the coast. During the 

2015 – 2016 El Niño, remote forcing drove persistent elevated coastal sea levels which forced 

poleward geostrophic flows and advected tropical waters into the SCB.  

A volume budget was performed for southern California and this motivated developing 

an upwelling index. The upwelling index includes cross-shore geostrophic transport by using sea 

level changes right at the coast, accounting for coastal processes such as coastally trapped waves. 

Low-frequency upwelling anomalies indicate decreased vertical transport during the 2014 – 2016 

upwelling seasons concurrent with the large-scale climate phenomenon in these years. This 

upwelling index is a practical tool for analyzing upwelling requiring minimal in-situ 

observations.  

The upwelling forcing is valuable for assessing the physical impact on the coastal ocean, 

but it may not represent the oceanic response to upwelling. Multiple physical and 

biogeochemical properties are used to examine the coastal oceanic response to upwelling 

alongside the upwelling forcing. Event statistics are calculated using the long record of in-situ 

measurements, in addition to investigating the low-frequency in-situ anomalies. EBUS are 

susceptible to harmful algal blooms and a particularly pronounced red tide is examined alongside 

the physical processes that supported the red tide.  

  



1 
 

INTRODUCTION 
 

The southern California Current System (SCCS) is of intense oceanographic interest and 

socioeconomic relevance due to its sensitivity to climate phenomena and the pronounced impacts 

on biogeochemistry (e.g., shoaling of corrosive waters, Nam et al., 2011) and ecosystem (fish 

stocks, algal blooms, etc.). As part of an eastern boundary upwelling system (EBUS), the 

biologically productive waters in the SCCS shape and support the ecosystem structure and 

dynamics, contributing significantly to California’s fisheries and shellfish industries. Concerns of 

climate change and the influence of climate phenomena, like El Niño, call to further our 

understanding of the multiple temporal scales of variability in these systems.  

The SCCS is the southern sector of the California Current System (CCS) and includes the 

regional flows from southern California to Baja California. The circulation is characterized by 

alternating alongshore flows with seasonal features that establish the upwelling system. Offshore 

is the California Current (CC) which is an eastern boundary current whose relatively shallow and 

broad equatorward flow makes up the eastern limb of the North Pacific anticyclonic gyre. 

Inshore of the CC and over the continental slope is the poleward California Undercurrent (CU), 

with a subsurface maximum at 250 m (Lynn and Simpson, 1987) that may shoal onto the shelf 

(Lynn and Simpson, 1990; Gay and Chereskin, 2009; Todd et al., 2011). During fall and winter, 

a poleward coastal surface current can be found from Baja California to Point Conception, 

California, and this is the Southern California Countercurrent (SCC; Reid et al., 1958; Hickey, 

1979). This flow may continue northward beyond Point Conception as the Davidson Current 

(Hickey, 1979; Lynn and Simpson, 1987) or it can meander offshore and get entrained in to the 

southward flowing CC. While the SCC can be continuous from Baja California, it may also 
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emerge as the eastern segment of the Southern California Eddy (SCE). The SCE is a seasonal 

cyclonic feature generated when a branch of the CC turns eastward roughly near the US-Mexico 

border (Reid et al., 1958; Hickey, 1979; Lynn and Simpson, 1987; Lynn and Simpson, 1990, Di 

Lorenzo 2003).  

Part of the southern California circulation includes the overturning upwelling cell. In 

southern California the upwelling season typically occurs in spring when equatorward winds 

intensify and drive coastal upwelling in two ways. First, upwelling favorable winds cause 

upwelling by moving water offshore in a shallow surface Ekman layer known as coastal Ekman 

divergence. Another way water is upwelled is due to a decrease in the equatorward winds near 

the coast that creates a positive wind stress curl and generates net divergence in the surface water 

forcing water upward (Smith, 1968; Hickey, 1979). This is known as curl-driven upwelling. The 

cross-shore velocity structure consists of offshore Ekman flow near the surface that is fed by 

onshore flow at depth and the alongshore transport may be important at times for maintaining the 

volume budget (Smith, 1981; Werner and Hickey, 1983; Winant et al. 1987, Lentz and 

Chapman, 2004; Davis, 2010; McCabe et al., 2015). The overturning upwelling cell raises 

isopycnals near the coast resulting in cooler, nutrient-rich waters that fuel biological 

productivity. When equatorward winds weaken or reverse, the alongshore and cross-shore 

currents may reverse followed by a relaxation of isopycnals (Send et al., 1987; Winant et al. 

1997, Cudaback et al., 2005; Melton et al., 2009). Within the upwelling season and in other times 

of the year, synoptic atmospheric processes cause intensification and relaxation in the wind field 

resulting in high-frequency upwelling events (Dorman and Winant 1995, Dorman et al. 2000, 

Fewings et al. 2016). These can drive large fluctuations in the physical and biogeochemical 

properties (Aguirre et al. 2021), shoal hypoxic and corrosive waters on the shelf (Grantham et al. 
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2004, Fabry et al. 2008, Feely et al. 2008), and set up cross-shore transport that impacts larval 

distribution and retention (Roughgarden et al., 1988; Farrell et al., 1991; Roughan et al., 2006). 

Climate events, like El Niño, have suppressed upwelling or forced downwelling reducing 

the productivity normally found in coastal waters (Chelton et al., 1982; Simpson, 1984; Bograd 

and Lynn, 2001). El Niños are known to have physical and biological impacts along the US west 

coast. Sea surface temperatures (SST) increase, sea levels near the coast rise, and upwelling 

systems may be modified through changes in stratification and upwelling-favorable winds 

(Chelton, 1981; Norton et al., 1985; Jacox et al. 2015, Zaba and Rudnick, 2016). In turn this has 

several biogeochemical consequences such as a reduction in nutrient availability that reduces 

primary production and this consequence propagates through the food web and to higher marine 

trophic levels (McLain and Thomas, 1983; Bograd and Lynn, 2001; Chavez et al., 2002). What 

marks the 2015 - 2016 El Niño as rare is the preceding 2014 marine heatwave which initiated the 

basin-wide ocean warming that was augmented by the 2015 - 2016 El Niño. These climate 

phenomena raise broad questions about the anomalous behavior in the oceans and atmosphere 

that they generated and how they may have impacted ocean physical processes and the 

biogeochemistry. 

The chapters in this dissertation examine these overlying questions in addition to 

characterizing the circulation and upwelling dynamics in southern California. Chapter 1 assesses 

anomalous poleward flow from in-situ observations along the coast and relates these circulation 

anomalies to local and remote forcings. A water mass analysis further contextualizes the extent 

of anomalous horizontal circulation in the years prior to, during, and after the 2014 marine 

heatwave and the 2015 – 2016 El Niño. Chapter 2 uses moorings and glider data to study the 

volume budget for southern California as well as to approximate the heat budget. The results 
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from the volume budget help derive an upwelling index using coastal tide gauges and a wind 

reanalysis which is then compared to other upwelling indices to assess its performance over high 

and low frequencies. Chapter 3 describes the physical and biogeochemical response to synoptic 

upwelling events and computes upwelling event statistics to present the interannual variability of 

synoptic upwelling in addition to investigating the low-frequency variability in upwelling. The 

horizontal velocities are typified over the upwelling and relaxation phases and the evolution of 

the flow field is examined. Chapter 4 reviews a red tide event that occurred in southern 

California in 2020, and the physical processes that conditioned the coastal ocean for the 

dominance of Lingulodinium polyedra. 
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CHAPTER 1 
 

Anomalous Poleward Flow and Water Masses off Southern 
California related to the 2014 Marine Heatwave and the 2015 - 2016 

El Niño  
 
 

Abstract 

The 2014 North Pacific marine heatwave and 2015 - 2016 El Niño set record high sea surface 

temperature anomalies off southern California. These climate events were responsible for the 

persistent anomalous warming that occurred throughout the region. During this time, and in the 

previous 1 - 2 years, coastal moorings off southern California show pronounced anomalous 

poleward flow along with changes in source water masses. Even after these large-scale events, 

recurring heatwaves in the North Pacific have prevailed, with some coinciding with poleward 

flow anomalies and alterations in source waters. Observations in the coastal ocean characterize 

the spatial extent of poleward flow and capture the frequency of poleward flow anomalies. The 

poleward flows in the years prior to and during the large-scale climate phenomena are driven by 

poleward wind stress anomalies and/or equatorial forcing. A water mass analysis of source water 

variability along isopycnal surfaces reveals changes in the horizontal advection consistent with 

the alongshore flow dynamics, i.e., more Pacific Subarctic Water and Eastern North Pacific 

Central Water during periods of regional poleward wind forcing and more tropical waters during 

periods of equatorial forcing. These alongshore currents and resulting changes in water mass 

composition may be important for regional changes in heat, stratification, and upwelling of 

source waters.  
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1.1 Introduction 
 

During 2014 – 2015, the North Pacific marine heatwave and the El Niño brought 

anomalously warm ocean temperatures all along the US west coast (Bond et al. 2015; Zaba and 

Rudnick 2016; Jacox et al. 2016; Frischknecht et al. 2017; Chao et al. 2017). The 2014 marine 

heatwave was an unusual phenomenon where atmospheric forcing, i.e., wind stress and heat flux 

changes, due to teleconnections between the North Pacific and equatorial regions caused the 

water to warm (Wang et al. 2014; Bond et al. 2015; Di Lorenzo and Mantua 2016). This was 

followed by the 2015 - 2016 El Niño which continued these warm conditions. Furthermore, a 

series of marine heatwaves have occurred in the North Pacific causing additional warming of the 

upper ocean over 2018 – 2021 (Amaya et al. 2020; Fumo et al. 2020; Weber et al. 2021; Wei et 

al. 2021; Barkhordarian et al. 2022). Coastal currents measured by moorings in southern 

California captured unusual poleward flow prior to, during, and after the 2014 marine heatwave 

and the 2015 - 2016 El Niño. The moorings have continued to measure episodes of anomalous 

poleward flow over the more recent years, i.e., 2019 - 2021, during which several marine 

heatwaves occurred. The poleward flow anomalies observed by the moorings may be responsible 

for preconditioning and/or modifying the climate events and contributing to the anomalous 

oceanic conditions during this time.  

The southern California Current System (SCCS) is the southern part of the California 

Current System (CCS) and includes the regional flows from southern California to Baja 

California that make up the eastern portion of the North Pacific subtropical gyre (Figure 1.1). 

The circulation is characterized by alongshore flows with seasonal features that establish the 

upwelling system. Offshore is the California Current (CC) which is an eastern boundary current 

with relatively shallow and broad equatorward flow. The CC makes up the eastern limb of the 
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North Pacific anticyclonic gyre. Inshore of the CC and over the continental slope is the poleward 

California Undercurrent (CU) whose subsurface maximum lies at 250 m (Lynn and Simpson, 

1987). During fall and winter, a poleward coastal surface current can be found from Baja 

California to Point Conception, California and this is the Southern California Countercurrent 

(SCC; Reid et al. 1958; Lynn and Simpson 1987; Todd et al. 2011; Rudnick et al. 2017). If the 

flow is continuous northward beyond Point Conception, then this is referred to as the Davidson 

Current (Hickey 1979; Collins et al. 2003; Marchesiello et al. 2003). The SCC is found either as 

a continuous flow from Baja California or emerging as the eastern segment of the Southern 

California Eddy (SCE). The SCE is a seasonal cyclonic feature generated when a branch of the 

CC turns eastward roughly near the US-Mexico border (Reid et al. 1958; Hickey 1979; Lynn and 

Simpson 1987; Lynn and Simpson 1990; Di Lorenzo 2003). This branch bifurcates with one 

Figure 1.1: California and Baja California with the CCE2 and DM moorings 
(circles) and nearby tide gauges (triangles) at Port San Luis and San Diego. 
Arrows show the regional circulation and are not drawn to scale but schematically 
represent the general flow features. 
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limb going towards the south while the other bends northward into the Southern California Bight 

(SCB) supporting the SCC (Chereskin and Niiler 1994). In the SCB and off Baja California, near 

surface flows are typically southward during spring when upwelling winds are strongest. In 

summer and fall the winds relax and poleward flow develops (Reid et al. 1958; Lynn and 

Simpson 1987; Valle-Rodríguez and Trasviña-Castro 2017).  

Another wind-driven current system in the eastern Pacific is south of the North Pacific 

subtropical gyre and includes the zonal equatorial currents. These currents are a response to the 

troughs and ridges in the thermocline set up by wind forcing associated with the Intertropical 

Convergence Zone (ITCZ). This is shown as a schematic in the larger inset in Figure 1.2. The 

Figure 1.2: Larger panel is adopted from adopted from Kessler (2006) and schematically represents 
circulation in the eastern tropical Pacific. The subset in the upper right corner is modified from Thomson 
and Krassovski (2010) and illustrates the larger-scale circulation features in the eastern Pacific. The 
magenta box shows the geographical region of the larger panel. The blue box is the source region for 
Pacific Subartic Water (PSUW), the yellow box is the source region for Eastern North Pacific Central 
Water (ENPCW), and the red box is the source region for Pacific Equatorial Water (PEW) used in 
Section 1.4. 
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North Equatorial Countercurrent (NECC) carries warm tropical water from the warm pool in the 

western Pacific to the eastern Pacific. The NECC flows between 5°N and 10°N, and its 

meridional extent varies seasonally, reaching the coast in the fall and winter (Kessler 2006; Strub 

and James 2002b). Upon reaching the coastline, the NECC merges into the Costa Rica Coastal 

Current (CRCC), a northward flowing current on the east side of the Costa Rican dome that turns 

offshore near 13°N. At subthermocline depths, part of the CRCC is able to continue northward 

along the coast and becomes the West Mexican Current (WMC; Kessler 2006; Gómez-Valdivia 

et al. 2015). Around 17°N the WMC reaches the surface in association with strengthening of the 

local winds and flows up to the Gulf of California with poleward flow strongest in the second 

half of the year (Kessler 2006; Zamudio et al. 2007; Godínez et al. 2010; Gómez-Valdivia et al. 

2015). The surface portion of this flow may become southward in spring during the upwelling 

season when the CC has a broader southward extent (Strub and James 2002b; Kessler 2006). 

Observations and model results indicate that this flow can cross the mouth of the Gulf of 

California and continue northward along Baja California under periods of persistent remote 

forcing, such as during El Niño (Godínez et al. 2010; Gómez-Valdivia et al. 2015). Even though 

the CRCC and the WMC are latitudinally contiguous, Kessler (2006) noted a distinct difference 

in the structure of these two poleward flows, suggesting that the two are separate and unrelated.  

Poleward flow anomalies in southern California are possible via increased recirculation 

from the SCE or from more persistent poleward flow off Baja California. Regarding the former, 

a more coherent SCE can be attributed to sustained recirculation of offshore waters into the SCB 

that then continue northwards. Previous studies have demonstrated that the wind stress curl is an 

important formation mechanism for the SCE, and variability in the strength or distribution of the 

curl field can modify inshore poleward flow (Oey 1999; Di Lorenzo 2003). Regarding 
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continuous alongshore flow off the west coast of North America, there have been few 

observations made in the Northeast Pacific, and there is ambiguity in the interplay of regional 

currents across latitudes between Central America and Baja California that could contribute to 

the connectivity of poleward flows. Of particular interest are the two transition regions between 

the CRCC and the WMC and further north between the WMC, Gulf of California, and Baja 

California. In the first, it is possible for connectivity of poleward flows due to a leakage of 

CRCC waters east of the Tehuantepec Bowl (TB in Figure 1.2; Reyes-Hernández et al. 2016). 

South of the entrance of the Gulf of California, a cyclonic circulation can recirculate CC waters 

onshore and northward along Baja California when forced by the wind stress curl and offshore 

propagating Rossby waves (Godínez et al. 2010). Another mechanism for flow to cross the 

mouth of the Gulf of California is from eddy genesis at the coast on mainland Mexico near the 

entrance. Continuous anticyclonic eddy shedding elevates sea surface height (SSH) in the eddy 

footprint which forms a ridge-like feature that imparts poleward geostrophic flow on the offshore 

side of the ridge (Figure 1a in Zamudio et al. 2007).  

Increased poleward flow in the SCB should coincide with changes in the composition of 

source water masses. Greater recirculation of the SCE is expected to bring fresher and cooler 

waters from the CC, whereas continuous alongshore flow from the south advects water with 

warmer and saltier properties. Changes in source water composition can aid in identifying the 

horizontal circulation features that are responsible for enhanced poleward flow. The forcing 

behind these changes can be remote, which can drive a continuous SCC along Baja California, or 

more locally driven sources, which can cause greater recirculation in the SCE. This distinction 

will be discussed next in the context of El Niño. 
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Teleconnections through the ocean and atmosphere linked to El Niño cause changes over 

large scales. El Niño oceanic teleconnections are remote disturbances in the tropical Pacific that 

move away from these regions. These teleconnections reach the extratropics and impact 

midlatitude systems via coastally trapped waves (CTWs). Equatorially-generated CTWs begin 

when westerly wind bursts in the western equatorial Pacific excite eastward propagating Kelvin 

waves (McPhaden et al. 1988). When the Kelvin waves reach South America, they generate 

CTWs that propagate northward along the North American west coast (Enfield and Allen 1980; 

Spillane et al. 1987; Ramp et al. 1997; Meyers et al. 1998). Reported propagation speeds of SSH 

range widely from 40 – 300 km/day (Enfield and Allen 1980; Huyer and Smith 1985; Meyers et 

al. 1998; Strub and James 2002b-c). The downwelling CTWs raise sea levels and subduct 

isopycnals. Within an El Niño event, multiple CTWs can be present in records of SSH and upper 

ocean heating (Meyers et al. 1998; Kosro 2002; Chen et al. 2016; Chao et al. 2017). The 

sequence of CTWs propagating poleward encourages continuous conditions of elevated coastal 

sea level, which may impart alongshore geostrophic flows. Anomalous poleward flow related to 

El Niño has been reported over various coastlines in the North Pacific, most notably during the 

1982 - 1983 and 1997 - 1998 El Niño events (Huyer and Smith 1985; Kosro 2002; Durazo and 

Baumgartner 2002; Lynn and Bograd 2002; Strub and James 2002b-c). Both Kessler (2006) and 

Strub and James (2002b) present evidence of elevated coastal sea levels from the equator north 

to Mexico related to El Niño Southern Oscillation (ENSO) activity. This may encourage the 

CRCC to maintain its poleward trajectory along the coast rather than bending offshore (Kessler 

2006). Further north near the Gulf of California, El Niño-driven elevated coastal SSH can cause 

a branch of the WMC to continue poleward along Baja California (Godínez et al. 2010). Such 

continuous low-latitude forcing that elevates coastal SSH and encourages poleward geostrophic 
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flow along the North American continent may support connectivity of poleward flows between 

the NECC, CRCC, and WMC (Strub and James 2002b; Kessler 2006; Godínez et al. 2010).  

Atmospheric teleconnections related to El Niño occur over faster timescales, e.g., days to 

weeks, than El Niño oceanic teleconnections, e.g., months. Atmospheric teleconnections are 

associated with the strength and distribution of the North Pacific High and Low pressure 

systems, and they have been shown to alter local wind fields (Rasmusson and Wallace 1983; 

Alexander et al. 2002). This results in changes in the wind field and heat flux. Wind reversals 

may directly drive poleward flow during El Niño years and cause onshore transport (Simpson 

1984; Huyer and Smith 1985; Ramp et al. 1997). Alternatively, weakened upwelling favorable 

winds may allow poleward flows to occur due to pre-existing alongshore pressure gradients 

(APGs; Hickey and Pola 1983; Melton et al. 2009; Fewings et al. 2015). Atmospheric 

teleconnections that cause changes in the SCCS will be referred to as local forcing, while oceanic 

teleconnections that cause changes in the SCCS will be referred to as remote forcing. The 

influence of local and remote forcing from El Niño varies along the US west coast with southern 

California exhibiting both types (McLain and Thomas 1983; Bograd and Lynn 2001; Strub and 

James 2002b-c; Hermann et al. 2009; Frischnecht et al. 2015).  

Glider velocities in the SCCS found no evidence of significant poleward flow during the 

2014 marine heatwave and the 2015 - 2016 El Niño (Zaba and Rudnick 2016, Rudnick et al. 

2017). However, this result may be due to the low inshore temporal resolution of the glider as it 

makes cross-slope transects. Previous investigations of the 2015 - 2016 El Niño indicate 

remotely, e.g., CTWs, and locally, e.g., weakened winds, forced anomalies off California (Zaba 

and Rudnick 2016; Chao et al. 2017; Frischknecht et al. 2017). Both the remote and local forcing 

will be examined in this chapter regarding their influence on the observed anomalous poleward 
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flow. The mooring observations analyzed later in this chapter were collected over the last 1 - 2 

decades and are among the few long-term in-situ timeseries that directly measure coastal currents 

along the west coast. The unusual poleward flow reported by the instruments in the 1 - 2 years 

prior to these climate phenomena and in subsequent years in which marine heatwaves occurred 

prompts us to ask whether the poleward flow anomalies are a local or large-scale phenomenon, 

what caused the flow anomalies, and whether they facilitated and impacted the climate events.  

The organization of this chapter is as follows. Data acquisition and data processing are 

described in Section 1.2. This section also reviews the alongshore momentum balance and 

describes the methods used in this chapter to assess the poleward flow anomalies and the impact 

they had on the SCCS. Section 1.3 presents analysis of the interannual variability of flow 

anomalies over the last two decades and the roles of remote and local forcing. The anomalous 

forcing of alongshore currents is discussed in context of basin-scale climate variability, and this 

is followed by a water mass analysis in Section 1.4 to examine the impact of poleward flows in 

the SCB prior to the 2014 - 2016 climate phenomena. The alongshore spatial connectivity of 

poleward flow anomalies is considered in Sections 1.3 and 1.4, and the key results are 

summarized in Section 1.5.  

1.2 Data and Methods 

1.2.1 Data Sets 
 
Two multidisciplinary surface moorings have been deployed off Point Conception, 

California (CCE2) and Del Mar, California (DM) since 2010 and 2006, respectively (Figure 1.1). 

CCE2 is 25 km offshore and the bottom depth is about 840 m deep, and DM is 5 km offshore 

and in 90 m water depth. Downward looking 75 kHz and 300 kHz RD Instruments Workhorse 

Broadband acoustic Doppler current profilers (ADCP) are mounted on the CCE2 and DM 
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moorings, respectively, and measure velocity over ~15-500 m water depths at CCE2 and over 

~5-100 m water depths at DM. ADCP observations are daily averaged and vertically averaged 

over 4 m bins at CCE2 and over 2 m bins at DM. At CCE2 a current meter was deployed in 2010 

instead of an ADCP, so for this year velocity measurements were made only at 20 m depth, 

which biases vertically averaged horizontal velocities for this year. The DM and CCE2 velocity 

measurements are presented in Section 1.3 as part of the anomalous poleward flow discussion. 

Both moorings are equipped with temperature, salinity, and dissolved oxygen sensors. At DM 

the sensors are deployed at 35 and 90 m depths and at CCE2 these measurements are made at 76 

m depth. These measurements are used in the water mass analysis in Section 1.4. 

SSH is downloaded from the Copernicus Marine and Environment Monitoring Service 

(CMEMS) GLORYS product for examining coastal SSH anomalies (SSHa) over the North 

Pacific. The GLORYS product is an ocean reanalysis with 1/12˚ horizontal resolution and daily 

average outputs. Additional information on the generation and forcing of this product is given in 

Lellouche et al. (2021). GLORYS SSHa are useful in the coastal ocean where altimetry data are 

questionable and in-situ measurements of sea level are lacking. This data set is used in Section 

1.3 as part of the analysis on anomalous poleward flow. Comparisons of SSHa from GLORYS 

with US west coast tide gauges show good agreement and high correlations providing confidence 

for utilizing this reanalysis product in understanding sea level variability (Amaya et al. 2022). 

The GLORYS SSH data is available from 1993 - mid-2020 but it is not run after mid-2020, so to 

extend sea level coverage from mid-2020 to early 2022 another sea level product from CMEMS 

is used that comes from their forecasting product, the Global Ocean Physics Analysis and 

Forecast.  
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The CMEMS Forecast product has the same spatial resolution as the GLORYS product. 

The two products overlap in the first five months of 2020, which allows for a comparison in sea 

level. Sea level from the forecasting product is lower than sea level from GLORYS, so a site-

dependent correction is made for this bias. The correlations and root mean square (rms) errors 

between the GLORYS and the adjusted Forecast daily sea level data were estimated at San 

Diego and Port San Luis over January 2020 – May 2020 and are listed in Table 1.1. The adjusted 

Forecast data are also compared against daily tide gauge data over January 2020 – December 

2021, where both products have the temporal mean removed (Table 1.1). A description of how 

the tide gauge data are handled is given below. Like Amaya et al. (2022), we find that GLORYS 

data are well correlated with tide gauge measurements when compared over January 1993 – May 

2020, where both products have the temporal mean removed (Table 1.1).  

Table 1.1: Correlations (R) and rms errors (RMSE) between different sea level products. 
Correlations between the CMEMS GLORYS and the adjusted Forecast products use daily 
data from Jan. 2020 – May 2020, correlations between the adjusted CMEMS Forecast product 
and daily tide gauge data are from Jan. 2020 – Dec. 2021, and correlations between the 
CMEMS GLORYS product and tide gauges are from Jan. 1993 – May 2020. Time periods for 
correlation calculations are based on how long the daily data products overlap one another. 
Correlations between the adjusted CMEMS Forecast product and the tide gauges as well as 
correlations between the CMEMS GLORYS product and the tide gauges have the temporal 
mean removed over the comparison period since the different products have different offsets.  
 San Diego  Port San Luis 

Forecast Adjusted GLORYS Forecast Adjusted GLORYS 
R RMSE (m) R RMSE (m) R RMSE (m) R RMSE 

(m) 
GLORYS 0.98 0.008  0.98 0.010  

Tide 
Gauge 

0.74 0.032 0.92 0.029 0.74 0.036 0.93 0.026 

 

Additionally, CMEMS distributes a gridded altimetry product that provides absolute 

dynamic topography (ADT), which is the sum of the mean dynamic topography and sea level 

anomaly. This product is made on a 0.25° grid with daily output and covers 1993 to 2022. These 



16 
 

sea level data are used in the more offshore regions in the SCCS and are incorporated in the 

analysis in Section 1.3 regarding alongshore poleward flows. Altimetry SSH is also part of the 

water mass analysis performed in Section 1.4 and is used to approximate the SCE. Additionally, 

CMEMS provides surface geostrophic currents derived from the altimetry sea level data. 

Geostrophic currents are utilized in Section 1.4 where they are incorporated as a component in 

approximating the total flow field, and the particular use of these currents is discussed in detail 

under that section. 

Daily tide gauge data at Port San Luis (PSL) and San Diego (SD) are provided by the 

University of Hawaii Sea Level Center (1993 – 2019; Caldwell et al. 2015) and NOAA’s Center 

for Operational Oceanographic Products (2020 – 2021; Figure 1.1). Tide gauge data have the 

trend removed over 1993 - 2021 and adjusted sea level is obtained by applying an inverse 

barometer correction. Surface pressure for this correction is gathered from National Centers for 

Environmental Prediction (NCEP) North American Regional Reanalysis (NARR; Mesinger et al. 

2006). Coastal sea level measurements from the tide gauges support the discussion of anomalous 

poleward flow in Section 1.3.3. 

To represent the wind field in the eastern North Pacific, the Cross-Calibrated Multi-

Platform (CCMPv2) product from Remote Sensing Systems provides a gridded reanalysis wind 

product that covers the global ocean and uses satellite, buoy, and ERA Interim model wind data 

at a spatial resolution of 0.25° (Mears et al. 2022). Data are produced 6-hourly, calibrated to be 

10 m winds, and are extracted over 2000 - 2022. Wind stress is computed as, 

𝝉 = 𝜌'𝑐)𝑼+,	      (1) 

where 𝜌' is the density of air, 𝑐) is the drag coefficient, and 𝑼 contains the u and v components 

of the wind velocity. The drag coefficient is parameterized using the approach demonstrated in 
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Edson et al. (2013) that is originally derived in Hersbach (2011). Wind stress is daily averaged 

and has an 80-day low-pass filter applied. These data are utilized in the assessment of the 

dynamics of poleward flow in Section 1.3. Additionally, in Section 1.4 a second application of 

the wind data is required to approximate the contribution of Ekman currents to the total flow. 

More information on this approach is provided in Section 1.4. 

Hydrographic data from the World Ocean Database (WOD) 2013 (Boyer et al. 2013) 

were extracted for the water mass analysis in Section 1.4. Water mass properties downloaded 

were temperature, salinity, and dissolved oxygen. Data selection was made using the WODselect 

tool (https://www.nodc.noaa.gov/OC5/SELECT/dbsearch/dbsearch.html). As in Bograd et al. 

(2019), these data were obtained from three 10° x 10° boxes centered on 45°N, 135°W; 27°N, 

139°W, and 5°N, 108°W (Figure 1.2), and are representative of Pacific Subarctic Upper Water 

(PSUW), Eastern North Pacific Central Water (ENPCW), and Pacific Equatorial Water (PEW), 

respectively.  

1.2.2 Alongshore Momentum Balance 

An objective of this chapter is to assess the anomalous poleward flow. The alongshore 

momentum balance is presented, and previous results are reviewed for the balance of terms in 

this equation on the shelf and upper slope. Then, the different ways poleward flow can arise from 

the alongshore momentum equation are examined. 

The linearized depth-averaged alongshore momentum equation can be written as,  

𝑣/ + 𝑓𝑈	 = 	 − 𝜌45𝑝7 + (𝜌𝐻)45(𝜏7< − 𝜏7=),   (2) 

where the acceleration and the Coriolis terms are on the left-hand side of the equation, balanced 

by the alongshore pressure gradient (APG), the wind stress, and the bottom friction terms on the 

right-hand side. In equation (2), 𝜌 is the seawater density and 𝐻 is the water depth. Previous 
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work has suggested that the Coriolis term is small or uncorrelated with other terms in the 

alongshore momentum equation, leaving the momentum balance between the local acceleration, 

the APG, the wind stress, and the bottom friction (Lentz and Winant 1986; Hickey et al. 2003).  

Nearshore and on the inner shelf in southern California, the surface and bottom layers 

overlap, and much of the forcing is explained by the frictional terms in equation (2; Lentz and 

Winant 1986). However, further north off northern California, Lentz (1994) reported that both 

the wind stress and the APG drive inner shelf flows. The local acceleration helps to balance the 

forcing terms in equation (2), but the Coriolis term has been found to be uncorrelated with these 

other terms on the shelf and is often assumed to be not as important in the momentum balance 

(Lentz and Winant 1986; Hickey et al. 2003). Moving further away from the coastline, on the 

mid and outer shelves the influence of the bottom friction term decreases while the APG 

becomes more important (Lentz and Winant 1986; Harms and Winant 1998; Hickey et al. 2003). 

Offshore of the shelf and on the upper slope, the Coriolis term may be more important in the 

alongshore momentum balance, and away from frictional boundary layers in southern California 

the Coriolis term may be balanced by the barotropic APG on longer periods, e.g., approximately 

monthly and longer (Connolly et al. 2014). Hickey et al. (2003) found that on the upper slope 

and shelf in the SCB up to half of the velocity variance is explained by the APG and the wind. 

Thus, previous work has demonstrated the significance of both the wind stress and the APG as 

important forcing terms in the alongshore momentum balance on the shelf and upper slope. 
Using equation (2), different scenarios are examined that drive poleward flow based on 

the relative strength of the forcing terms in this equation. When the APG term exceeds the 

surface frictional forcing, then the APG dominates and accelerates the alongshore flow. The 

large-scale APG may be related to the seasonality of the gyre-scale circulation, and changes in 
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steric height along the coast can alter the direction of the coastal sea surface slope (Sturges 1974; 

Reid and Mantyla 1976; Hickey and Pola 1983). Reid and Mantyla (1976) found a mean annual 

poleward decrease in sea elevation over Baja California and southern California. These results 

suggest a poleward APG force present throughout most of the year for this area; however, this is 

not equivalently reflected in the flow regime. Southward flow over the shelf and offshore persists 

much of the year in the SCCS despite a poleward APG force. This region is heavily influenced 

by the wind stress. During the upwelling season, equatorward winds dominate driving southward 

surface flows over the shelf, but when these winds weaken during the relaxation season the APG 

becomes more influential on coastal currents (Harms and Winant 1998; Fewings et al. 2015). At 

higher frequencies, intermittency in the wind forcing gives rise to relaxation events in between 

upwelling episodes. During the relaxations when the wind stress is weaker, poleward flow 

develops (Send et al. 1987; Winant et al. 2003; Cudaback et al. 2005; Melton et al. 2009; 

Vazquez and Gomez-Valdes 2018).  

While the APG is considered a forcing term, it is also an oceanic response to the wind 

field. In particular, when alongshore variations exist in the alongshore winds, the coastal 

response can be a gradient in sea level. It has been shown that in-situ measurements, e.g., 

currents and temperature, in southern California are correlated best with winds to the south of the 

SCCS suggesting that remote propagation from regions south of the SCCS are significant (Lentz 

and Winant 1986; Hickey et al. 2003; Pringle and Riser 2003). Wind-driven effects at latitudes 

below those of the SCCS can generate CTWs that propagate poleward. The poleward 

propagation of CTWs can be evident in the sea level and observed sites of wind-generated CTWs 

include regions off central America, mainland Mexico, and Baja California (Enfield and Allen 

1983; Zamudio et al. 2002; Zamudio et al. 2008; Flores-Vidal et al. 2014). One way to generate 
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CTWs and influence the APG is to have an alongshore variation in the alongshore wind field. 

For example, a wind relaxation to the south may cause a sea level convergence in this southerly 

region that imposes a poleward pressure gradient force. Another way the wind field can alter the 

APG is through alongshore variations in the wind stress curl. Oey (1999) found that alongshore 

gradients in the wind stress curl induce a sea level difference responsible for forcing poleward 

flows. In southern California, the equatorward weakening in the wind stress curl (Winant and 

Dorman 1997; Oey 1999; Di Lorenzo 2003) would drive a poleward decrease in the sea level. 

These few examples reveal how the pressure gradients in the coastal ocean respond to wind 

forcing.  

Lastly, equation (2) shows that when upwelling-favorable winds reverse they can directly 

push water poleward (Huyer and Smith 1985; Lentz and Winant 1986). This happens in 

wintertime when storms off California drive poleward winds that push water poleward on the 

shelf off Point Conception and in the Santa Barbara Channel (Cudaback et al. 2005; Melton et al. 

2009). Off of Central America and mainland Mexico tropical storms and hurricanes form in the 

summer and fall. On rare occasions these storms may track up to Baja California and southern 

California and are characterized by poleward wind anomalies that can force coastal currents 

(Lentz and Winant 1986; Wei et al. 2021).  

1.2.3 Alongshore Velocity Anomaly Regression and Regression Setup 

The alongshore momentum balance is used to perform a regression analysis. The 

objective of the regression analysis is to assess whether interannual variability in the low-

frequency poleward flow anomalies at DM and CCE2 can be replicated by the forcing terms in 

equation (2), namely the APG and the wind stress respectively. With the APG term, the interest 

is in how this term is influenced by remote forcing generated in regions south of southern 
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California. At low frequencies, the local acceleration term in equation (2) becomes negligible, 

and equation (2) simplifies to, 

0	 = 	 − 𝜌45𝑝7 + (𝜌𝐻)45(𝜏7< − 𝜏7=),    (3) 

where the Coriolis term is also dropped. Near a coastal boundary this term must become 

negligible and previous studies have found this term to be uncorrelated with the other terms in 

equation (3) on the shelf (Lentz and Winant 1986; Hickey et al. 2003). While equation (3) uses 

the local APG, the local APG does not distinguish between remote forcing originating from 

equatorial dynamics, e.g., oceanic teleconnections (Enfield and Allen 1980; Meyers et al. 1998), 

versus the wind-driven remote forcing off central America, mainland Mexico, or Baja California 

(Enfield and Allen 1983; Zamudio et al. 2002; Zamudio et al. 2008; Flores-Vidal et al. 2014). All 

of these signals can propagate into southern California and modify the local APG. Therefore, 

since the local APG does not separate remote forcing from the multiple regions south of southern 

California, the local APG is approximated as a function of remote forcing from multiple regions 

south of southern California. Over these lower frequencies, the remote pressure signals propagate 

into southern California at a lag that is negligible, and the local APG is modeled as, 

𝑝7 ≈ 𝑝7
@A + 𝑝75 + 𝑝7+ + 𝑝7B + 𝑝7CDE.     (4) 

In equation (4), 𝑝7
@A is the gyre-scale APG capturing equatorial and low latitude processes 

between the equator and Costa Rica (Figure 1.3). This term reflects oceanic teleconnections like 

El Niño Kelvin waves that reach South America and propagate to higher latitudes. The next three 

terms in equation (4) are 𝑝75, 𝑝7+, and 𝑝7B and they denote the APGs off of Central America, 

mainland Mexico, and Baja California, respectively. Lastly, 𝑝7CDE is a residual APG term that 

accounts for all other processes influencing the local APG. Remote forcing is a factor that can 

modify the local APG, in addition to other processes that can influence the APG. Since the 
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objective is to understand if/how remote forcing caused the observed poleward flow anomalies, 

the APG is modeled in equation (4) to investigate this idea.  

For the regression analysis, 𝑝7
@A is approximated using coastal sea level at Quepos, Costa 

Rica and Port San Luis (PSL), USA (Figure 1.6). Given the good agreement of the GLORYS and 

the CMEMS Forecast products with the tide gauge data (Table 1.1), SSH from the GLORYS 

(1993 - 2020) and the CMEMS Forecast (2020 - 2022) products are obtained at Quepos and PSL. 

Both locations have the sea level detrended over the record. The southerly station is selected to 

be at this latitude because it is approximately where the NECC reaches the coast. Secondly, the 

Figure 1.3: CCMPv2 grid cells used for averaging coastal wind stress. Black boxes outcrop the 
four regions where coastal alongshore wind stress is averaged. Box 1 is Central America, Box 
2 is over mainland Mexico, Box 3 represents Baja California, and Box 4 is the SCCS. Magenta 
triangles are the coastal sea level locations used in the gyre-scale APG. The subset shows the 
locations, Point Conception and ~60 km offshore, where SSH is taken to estimate geostrophic 
velocity at CCE2. The CCE2 mooring is marked by the yellow triangle. 
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latitudinal meanderings of the ITCZ and corresponding trade winds set up localized currents that 

decorrelate the local sea level in the Gulf of Panama from gyre-scale changes in SSH (Enfield 

and Allen 1980). This suggests selecting a location outside of the Gulf of Panama. Additionally, 

equatorial Kelvin waves that propagate poleward as CTWs have a phase speed of ~180 km/day 

(Enfield and Allen 1980), which implies a lag of ~15 days between Quepos and PSL and this is 

negligible at the low frequencies that will be investigated. Therefore, the sea level difference 

between Quepos and PSL is used instead of the local sea level difference around Quepos. By 

taking the large-scale APG between Quepos and Port San Luis, equatorial processes, e.g., 

equatorial Kelvin waves, that reach subtropical latitudes and higher are included. Over low 

frequencies, an individual CTW event may not be significant but if multiple CTWs are generated 

this signal should produce a cumulative change in the low-pass filtered APG. Previous studies 

have reported that during El Niños there are several propagating sea level disturbances that 

originate at low latitudes and propagate poleward (Enfield and Allen 1980; Meyers et al. 1998; 

Kosro 2002), and when filtered these events should reveal a cumulative positive SSHa.  

The pressure gradient terms 𝑝75, 𝑝7+, and 𝑝7B in equation (4) are, in part, forced by the wind 

field in these regions. The wind field and variability in the wind forcing can cause a sea level 

change at the coast. In the Northern Hemisphere and on the west coast this disturbance 

propagates poleward as a CTW. To approximate this influence of the wind field on the APGs off 

Central America, mainland Mexico, and Baja California, the pressure gradient is simply modeled 

as the alongshore wind stress. For each of these regions, coastal alongshore wind stress is 

averaged within ~60 km of the coast and over the latitudes of each region to create a single 

timeseries of the wind field. The latitudinal extent of these regions is illustrated by the boxes in 

Figure 1.3 and listed in Table 1.2.  
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With the pressure gradient term in equation (3) discussed, the next term to estimate is the 

local wind forcing in the SCCS. This component is accounted for by averaging the coastal winds 

in southern California, similarly to how the alongshore wind stress was treated in the three 

remote regions. The geographical extent of the winds used for the SCCS is illustrated in Figure 

1.3 and listed in Table 1.2.  

 

The final term in equation (3) is the bottom stress. This term is approximated as,  

𝜏7= = 𝜌𝑟𝑣,      (5) 

where 𝑟 is a linear bottom drag coefficient with units of velocity and is taken to be 5 × 10-4 m/s 

consistent with other studies in southern California (Lentz and Winant 1986; Hickey et al. 2003; 

Pringle and Riser 2003). In equation (5), 𝑣 is the depth-averaged alongshore velocity. At CCE2, 

the velocity is averaged over the upper 100 m, presuming that other forces remove momentum 

such as frontal instabilities, eddies, and westward propagating Rossby waves. For instance, 

alongshore winds are typically upwelling favorable year-round and can drive upwelling fronts 

that form off headlands and detach from the coastline (Atkinson et al. 1986; Castelao et al. 2006; 

Kahru et al. 2012). Off Point Conception, eddies have been documented to occur in the western 

Table 1.2: Input variables used for the velocity regression analysis. Also listed are the data sources 
for each input variable, the latitudinal range of variable, and the wind box in Figure 1.3 that the 
wind region corresponds to. 

Input Variable Data Source Latitudinal Range Wind Stress Box 

Gyre-scale APG GLORYS, CMEMS 
Forecast 

9.5° - 35°N  

Central American 
wind stress 

CCMPv2 9.5° - 13.5°N Box 1 

Mainland Mexico 
wind stress 

CCMPv2 14° - 20°N Box 2 

Baja California 
wind stress 

CCMPv2 22.5° - 29.5°N Box 3 

SCCS wind stress CCMPv2 30° - 34.6°N Box 4 



25 
 

part of the Santa Barbara Channel (Oey 1996; Harms and Winant 1998; Nishimoto and 

Washburn 2002; Brzezinski and Washburn 2013). Furthermore, model data of the alongshore 

flow field in the vicinity off Point Conception illustrate offshore propagating signals with phase 

speeds in agreement with Rossby wave dynamics (Todd et al. 2011). The proximity of the CCE2 

mooring located off the headland at Point Conception subjects it to these different processes 

which may remove momentum from the system in the upper ocean. These processes are separate 

from the influence of bottom stress, but they will be parameterized similarly.  

Using the approximations of the bottom friction, the wind stress, and the APG, equation 

(3) is rewritten as, 

r𝐻45𝑣 = 𝜌45 I𝑎5𝑝7
@A + 𝐻45(𝑎+𝜏<K + 𝑎B𝜏<L + 𝑎M𝜏<N)O + 𝑎P(𝜌𝐻)45𝜏<Q,  (6) 

where 𝑎R are the regression coefficients and the terms on the right-hand side will be regressed 

against the alongshore velocity. This equation shows how the proxies for the APG and the 

alongshore wind stress will be regressed against the alongshore velocity. It is emphasized that 

the residual term, 𝑝7CDE, is not included in equation (6) because the objective is to understand 

how much of the remote forcing can explain the poleward flow anomalies. All input variables 

used in the regression analysis are listed in Table 1.2 and these variables are the same for the 

regression analysis at DM and CCE2.  

Given the number of gaps and the shorter length of the CCE2 ADCP timeseries, a proxy 

of the upper 100 m averaged alongshore flow is created to include variability from the decade 

prior to the ADCP record. This extends coverage from 2010 - 2021 to 2000 - 2021, thus adding 

an additional decade to the analysis. Alongshore geostrophic flow is computed from coastal SSH 

and altimetry measurements ~60 km offshore to represent the alongshore flow off Point 

Conception (Figure 1.3). Coastal SSH at Point Conception comes from monthly low-passed 
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GLORYS data for 2000 – mid-2020 and the CMEMS Forecast data from mid-2020 - 2022. The 

choice for using altimetry data offshore at ~60 km is to capture the average flow between the 

coast and ~60 km offshore. This is approximately twice the distance offshore as the CCE2 

mooring. A correlation analysis (not presented) indicated that geostrophic flow utilizing the 

offshore location at ~60 km is better correlated with the upper 100 m averaged flow from the 

CCE2 ADCP than with geostrophic velocities that used SSH at 30 km offshore.  

The linear best fit of the geostrophic velocity to the upper 100 m averaged flow at CCE2 

agrees well with the ADCP observations (Figure 1.4). Even though the geostrophic proxy of the 

flow does not include baroclinic changes with depth, the adjusted geostrophic velocity in Figure 

1.6 has a correlation of 0.83 and a rms error of 0.056 m/s suggesting that it is a suitable 

approximation of the upper 100 m averaged flow.  

All timeseries used in the regression analysis have the annual cycle removed and are low-

pass filtered over 80 days to focus on the low-frequency interannual variability. At DM the 

annual cycle is computed from 2006 - 2021 and at CCE2 the annual cycle is computed over 2000 

- 2021. The velocity anomalies are annually averaged for the regression analysis. The DM 

Figure 1.4: CCE2 ADCP velocities averaged over the upper 100 m verse geostrophic velocities 
scaled and offset to best fit the ADCP velocity timeseries. The correlation between the two 
timeseries is 0.83 and the rms error is 0.056 m/s. The geostrophic timeseries is scaled by a factor of 
0.795 and has an offset of 0.047 m/s to best match the ADCP observations. 
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alongshore velocity annual cycle is a minimum in March, so the averaging period starts in March 

and goes until February of the next year (Figure 1.5). At CCE2 the minimum occurs ~3 weeks 

later, so the averaging period starts in April.  

The regression will be repeated using only the gyre-scale APG and one set of winds. This 

was not known a priori, but it will be shown in Section 1.3 that the reduced regression 

reproduces much of the variability as the full regression. At DM the reduced regression uses the 

Baja California winds because these winds have a higher correlation with the depth-averaged 

alongshore flow than the SCCS wind stress (not shown), in agreement with other findings (Lentz 

and Winant 1986, Hickey et al. 2003). At CCE2, the adjusted geostrophic flow is best correlated 

with the SCCS wind stress (not shown), so this is used in the reduced regression.  

1.2.4 Water Mass Inverse Problem and Solution Method  

To understand the impacts of the poleward flow anomalies, the water mass composition 

is evaluated in Section 1.4. This section reviews the regional water masses, presents the water 

mass inverse problem, and explains the linear inverse method developed to determine the water 

Figure 1.5: Annual cycle of alongshore velocity from ADCP data 
at DM and CCE2. For DM this is depth-averaged velocity and for 
CCE2 this is velocity averaged in the upper 100 m. 
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mass composition from the in-situ measurements at the coastal moorings. Then, the water mass 

property fluctuations, which are solved for as part of the method developed for determining the 

composition, are presented to demonstrate the reasonable solutions from the newly developed 

inverse method. A more thorough examination of the solutions that justifies using these results is 

reported in Appendix A. 

1.2.4.1 Regional Water Masses 

In the eastern North Pacific, there are three main source water masses (Tibby 1941, Reid 

et al. 1958, Roden 1971, Thomson and Krassovski 2010, Bograd et al. 2019). These are the 

Pacific Subarctic Upper Water (PSUW) from the North Pacific near the Gulf of Alaska, the 

Eastern North Pacific Central Water (ENPCW) from the North Pacific subtropical gyre, and the 

Pacific Equatorial Water (PEW) which originates from lower latitudes (Figure 1.2). PSUW is 

fresher, cooler, and oxygen-rich due to surface cooling and freshwater input from precipitation, 

riverine output, and ice melt and it is carried equatorward by the CC (Roden 1971). PEW is 

warmer, saltier, and oxygen-poor and it is brought poleward via the CU and the SCC (Wyrtki 

1967). ENPCW consists of eastern subtropical mode water which is formed from deep mixed 

layers of low potential vorticity in the wintertime that restratify in summer and lie in a density 

space between 1024 - 1025.4 kg/m3 (Hautala and Roemmich 1998, Auad et al. 2011).  

The three source waters advect into southern California, and the relative composition of 

water masses sheds insight on the circulation (Tibby 1941, Roden 1971, Bograd et al. 2019). 

Mooring observations at DM measure temperature, salinity, and oxygen at 35 and 90 m depth 

and the same measurements are made at CCE2 at 75 m depth. Measurements of these three water 

mass properties can be used to determine the relative contribution of source water masses below 

the mixed layer where properties are conservative. 
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 Bograd et al. (2019) examined these three source water masses in southern California 

using California Cooperative Oceanic Fisheries Investigations (CalCOFI) ship-based 

measurements to classify source waters based on their physical and biogeochemical content. The 

CalCOFI data provide a long timeseries dating back to 1950 of in-situ measurements that are 

currently collected four times a year. These quarterly measurements cover the SCB and region 

offshore with a spatial resolution between ~40 – 80 km, but the temporal resolution misses the 

high-frequency variability along with events that occur between CalCOFI cruises. The temporal 

changes in the coastal ocean that occur between CalCOFI cruises can be important as they may 

contain transitions in source water mass composition, e.g., just prior to the 2014 marine 

heatwave and the 2015 - 2016 El Niño. In the process of defining source water mass properties, 

Bograd et al. (2019) only used the mean source water property temperature-salinity profiles over 

a particular depth range, which does not include the upper ocean (Figure 1b in Bograd et al. 

2019). While this decision may have been a conservative cut off to stay below the mixed layer, 

this misses the source water mean properties on shallower isopycnals. This lower density space, 

i.e., 1024 - 1025.4 kg/m3, is where subtropical mode water resides and it is an important 

contributor to ENPCW. By using coastal fixed-point measurements maintained over the last ~15 

years, the source water analysis includes the high frequency variability of source water 

composition in the upper ocean and provides insight into the transitions in the water mass 

composition prior to large-scale climate phenomena like El Niño. 
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The water masses are classified based on their temperature, salinity, and oxygen 

characteristics. Ocean Station Data from the World Ocean Database (WOD) are extrapolated 

from the boxes shown in the inset in Figure 1.2. This step is similar to Bograd et al. (2019). 

Figure 1.6: WOD water mass property characteristics for (a), (d), and (g) temperature, (b), (e), and (h) 
salinity, and (c), (f), and (i) oxygen. WOD Ocean Station Data were extracted from the colored boxes in 
Figure 1.2. The blue, yellow, and red circles represent properties of PSUW, ENPCW, and PEW, 
respectively. Black curves are the median fit of a water mass property in density space for each source 
water mass. Also shown are the water mass solver derived properties (magenta circles) when the solver 
was executed at DM 35 m, DM 90 m, and CCE2 75 m depths.  

 

 

 

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 
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Ocean Station Data are hydrographic data from ship-based measurements and the profiles of 

temperature, salinity, and oxygen are shown in Figure 1.6. The black lines in Figure 1.6 show the 

fitted mean properties while the scatter on an isopycnal can also be quantified.  

1.2.4.2 Solving the Water Mass Composition 

The water mass inverse problem uses a set of equations including the three water mass 

properties and the mass conservation equation, 

𝑇ATUV𝑋ATUV	 + 	𝑇AXV𝑋AXV	 + 	𝑇XYAZV𝑋XYAZV = 		𝑇[\T,    (7) 

𝑆ATUV𝑋ATUV	 + 	𝑆AXV𝑋AXV	 + 	𝑆XYAZV𝑋XYAZV = 		𝑆[\T,    (8) 

𝑂ATUV𝑋ATUV	 + 	𝑂AXV𝑋AXV	 + 	𝑂XYAZV𝑋XYAZV = 		𝑂[\T,   (9) 

𝑋ATUV	 + 	𝑋AXV	 + 	𝑋XYAZV = 1.     (10) 

Here 𝑋 is the fraction of each source water mass and 𝑇, 𝑆, and 𝑂 are the mean temperature, 

salinity, and oxygen, respectively, of the water mass on an isopycnal. The right-hand side of 

equations (7) - (10) are the observed daily averaged water mass properties for any given day 

provided by the moorings. 𝑋 can be solved as an over-determined system if the source water 

mass properties were exactly known/fixed. Given the spread in sampled station data in Figure 

1.6, some deviations, 𝑇′, 𝑆′, and 𝑂′,  can be allowed in the source water properties. By allowing 

for such departures from the property mean, this may allow for solutions closer to the 

observations and account for uncertainty in the source water property mean. In doing so, there 

are now many unknowns and possible solutions, and the system now becomes a mixed-

determined problem. The system of equations can be rewritten as follows, 

(𝑇 + 𝑇′)ATUV𝑋ATUV	 + 	(𝑇 + 𝑇′)AXV𝑋AXV	 + 	(𝑇 + 𝑇′)XYAZV𝑋XYAZV = 		𝑇[\T,     (11) 

(𝑆 + 𝑆′)ATUV𝑋ATUV	 + 	(𝑆 + 𝑆′)AXV𝑋AXV	 + 	(𝑆 + 𝑆a)XYAZV𝑋XYAZV = 		𝑆[\T,     (12) 

(𝑂 + 𝑂′)ATUV𝑋ATUV	 + 	(𝑂 + 𝑂′)AXV𝑋AXV	 + 	(𝑂 + 𝑂′)XYAZV𝑋XYAZV = 		𝑂[\T,    (13) 
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𝑋ATUV	 + 	𝑋AXV	 + 	𝑋XYAZV = 1.     (14) 

In the system of equations above there are twelve unknowns, three of which are the source water 

fractions, i.e., 𝑋, and the nine others are the deviations from the mean source water properties. 

Before solving the overdetermined system, one more stipulation is added. This includes 

restricting the percentage of each water mass to be non-negative as there can be no less than 0% 

of any source water mass.  

We will first solve this without salinity, so equations (11), (13), and (14) are re-written in 

to matrix notation, 

 𝐺𝑋 = 𝑑,     (15)  

where 𝐺 is a matrix that contains the coefficients of the terms on the left-hand side of equations 

(11), (13), and (14), 𝑋 is a column vector of the water mass fractions, and 𝑑 is a column vector 

using the values on the right-hand side of equations (11), (13), and (14). Thus, 𝐺 and 𝑑 are, 

𝐺 = d
𝑇ATUV + 𝑇ATUVa 𝑇AXV + 𝑇AXVa 𝑇XYAZV + 𝑇XYAZVa

𝑂ATUV + 𝑂ATUVa 𝑂AXV + 𝑂AXVa 𝑂XYAZV + 𝑂XYAZVa

1 1 1
e,	 

𝑑 = d
		𝑇[\T
		𝑂[\T
1

e. 

The approach for solving the mixed-determined problem is an iterative procedure that 

begins with taking equation (15) and making an initial guess for the temperature and oxygen 

fluctuations. For this guess, 𝑇′ and 𝑂′ are prescribed to be 0°C and 0 𝜇mol/kg, respectively. 

Menke (2012) provides a solution for this inverse problem where 𝑇a = 𝑂a = 0 which is,  

𝑋 = [𝐺h𝑊D𝐺]45𝐺h𝑊D𝑑.     (16)	

In equation (16), superscript 𝑇 denotes the matrix transpose.	𝑊D  is a diagonal matrix that weights 

the data since the magnitudes and the units of the water properties differ. Two of the weights are 
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the inverse of the temperature and oxygen sensor errors squared while the last diagonal element 

of the weight matrix is assigned to be 0.001-1. Using the sensor errors in the weighted matrix 

accounts for instrument noise and allows for a small discrepancy between the solutions and the 

observations. The choice of 0.001-1 is arbitrary but effectively constrains the water mass 

fractions to closely sum up to 1. 𝑊D  is not needed to solve for an exact solution to equation (15), 

but by permitting a small misfit, the temperature, salinity, and oxygen required from each of the 

water masses deviates less from the water masses’ mean property value when compared to the 

temperature, salinity, and oxygen required when there is no weighted matrix (not shown). Once 

the source water fractions, 𝑋, are solved for, this information is used to solve for the water mass 

salinity deviations, 𝑆′, in equation (12). 

 Equation (12) is re-arranged and re-written in to matrix notation as, 

𝑆′𝑋 = 	𝑆[\T − 𝑆𝑋,     (17) 

where on the right-hand side of equation (17) the mean salinities for each of the regional water 

masses are removed from the in-situ salinity. The solution for the underdetermined system in 

equation (17) from Menke (2012) is, 

𝑆′h = 𝑋(𝑋h𝑋)45(	𝑆[\T − 𝑆𝑋).    (18) 

After solving for 𝑆a using equation (18), all twelve unknowns have been solved for or prescribed 

an initial value, and the objective is to find a set of unknowns that will minimize the following 

function, 

∑ [ hl
mL

nol
L +

[l
mL

npl
LR ].       (19) 

Here 𝑖 represents each water mass and 𝜎 is the standard deviation over the specified property and 

water mass. In equation (19), the summation is done over all six terms, thus taking in to 

consideration all three water masses and the temperature and oxygen fluctuations are normalized 
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by the respective variance, where the latter is based on observations. It is noted that by solving 

for the salinity fluctuations in equation (18), this method inherently minimizes the size of 𝑆a. 

Because this step occurs before evaluation of equation (19), the salinity fluctuations are 

minimized before the temperature and oxygen fluctuations and therefore may be preferentially 

treated by this approach.  

Using the value determined by equation (19) and the initial guesses for 𝑇a and 𝑂′, 

MATLAB’s fminsearch tool makes use of the Nelder-Mead simplex algorithm, a nonlinear 

optimization method, to make a new guess for the temperature and oxygen fluctuations. The 

iteration procedure in the Nelder-Mead simplex algorithm is described in Lagarias et al. (1998), 

and the steps outlined above are repeated until a solution is reached. Once the algorithm 

converges upon a solution that minimizes the function in equation (19), these become the final 

solutions for the property deviations and the water mass fraction for a given day. This is 

executed for each time step, where each step is treated independently such that no information 

from a prior time step influences the solution for the subsequent time step.  

1.2.4.3 Water Property Fluctuations 

The source water mass property fluctuations, 𝑇′, 𝑆′, and 𝑂′, solved for by the water mass 

analysis are compared against the variability in the Ocean Station Data for each of the source 

water regions. The fluctuations from the water mass analysis are similar to or smaller than the 

deviations in Ocean Station Data for each water mass (Figure 1.6). At larger densities the routine 

selects water mass properties that are slightly biased in temperature and oxygen towards the 

lower range of values at both sensor depths. This occurs around 1026 kg/m3 which is in the 

density range of CU waters. The CU carries low oxygen, low pH waters poleward typically 

between 100 - 300 m along the shelf and upper slope off of North America. In the SCB, the CU 
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can shoal, and characteristic densities of the CU are occasionally measured at the moorings. 

Recent data indicate a declining trend in dissolved oxygen influencing PEW (Meinvielle and 

Johnson 2013; Bograd et al. 2015). Changes in the low latitude region of this source water may 

be responsible for recent modifications of CU waters and may explain the bias in temperature 

and oxygen at these larger densities.  

The size of the source water mass property fluctuations, i.e., the fluctuations are smaller 

than the variability in the WOD data in Figure 1.6, suggests that the results from this method of 

determining the composition are reasonable. A more thorough examination of the results is 

presented in Appendix A, and this test of the solutions provides the confidence to analyze the 

water mass composition results in Section 1.4. 

1.2.5 SCE Index 

To represent the presence or intensity of the SCE, an index is constructed based on the 

alongshore SSH differences. The index is used in Section 1.4 to support the hypothesis that the 

SCE is responsible for much of the seasonal variability in the water mass anomalies.  

The alongshore difference in sea level indicates geostrophic cross-shore flow, which is 

one aspect of the SCE. Coastal poleward geostrophic flow is another aspect of the SCE. This 

component of the SCE is not included as part of the SCE index because coastal poleward flow 

may also be associated with continuous alongshore flow from Baja California. Thus, including 

the cross-shore sea level difference, i.e., geostrophic alongshore flow, as a part of the SCE index 

may be misleading when poleward flows originate from lower latitudes. Therefore, only the 

alongshore difference in sea level is included for the SCE index. The alongshore sea level 

difference is useful for representing onshore flows while the DM ADCP measures the alongshore 

flow so the two timeseries will be assessed together to detect when the SCE may be present. The 
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SCE index is computed by differencing SSH from CMEMS altimetry data at two alongshore 

locations (Figure 1.7). The locations of these sites bracket the southern section of the SCB, 

which effectively isolates the onshore movement of waters.  

To validate the SCE index (Figure 1.8), monthly averaged altimetry SSH maps from 

CMEMS are assessed against the index. Figure 1.7 shows maps of monthly averaged SSH for 

four months. These months were selected based on the higher values in the SCE index in Figure 

1.8, so it is expected that SSH maps should indicate a stronger presence of the SCE, e.g., larger 

alongshore SSH gradients in the SCB. In these maps, lower SSH in the SCB is surrounded by 

higher SSH offshore and to the south. Offshore, higher SSH shows the southward trajectory of 

(a) (b) 

(c) (d) 

Figure 1.7: Monthly averaged CMEMS SSH for (a) September 2011, (b) August 2012, (c) 
October 2013, and (d) July 2015. Magenta triangles show the northerly and southerly 
locations used in the SCE index.  
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the CC and off of the SCB part of the CC wraps around on the south side of the region of lower 

SSH and works its way inshore separating the lower SSH from the coastline. The maps show the 

cyclonic nature of the SCE and the geostrophic flow induced by the spatial distribution of SSH. 

Qualitatively, higher values in the SCE index are representative of more onshore flow off the 

US-Mexico border as part of the SCE, and this index along with the DM ADCP measured 

alongshore flow is a practical way to characterize the strength of recirculation in the SCB.  

1.2.6 Wind Stress Curl 

Previous studies offer evidence that the wind stress curl is tied to coastal poleward flow 

in the SCB with poleward flow lagging behind the wind stress curl by 2 - 4 months (Chelton 

1982; McCreary et al. 1987; Oey 1999; Di Lorenzo 2003). The curl-driven forcing of coastal 

poleward flow may be a result of a Sverdrup balance or due to an alongshore gradient in the 

wind stress curl adjusting sea level to drive an APG (Bray et al. 1999; Oey 1999). In the latter, 

alongshore differences in the curl strength can result in alongshore differences in the offshore 

Ekman divergence and lowering of sea level. Wind stress curl is larger off Point Conception and 

Figure 1.8: Southern California Eddy (SCE) index which is the alongshore difference in SSH 
from altimetry data. The locations used in constructing the SCE index are shown in Figure 1.7. 
Shaded periods denote when the SCE index is high, and these periods are compared to monthly 
averaged altimetry SSH in Figure 1.7.  
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weaker in the SCB (Winant and Dorman 1997; Di Lorenzo 2003). This alongshore curl gradient 

establishes an APG whose direction is opposite to that of the curl gradient.   

To represent the wind stress curl forcing, two timeseries are generated. In the first, the 

wind stress curl is averaged over the SCB, and in the second the alongshore difference in the 

wind stress curl is computed using a location off Point Conception and a location off the US-

Mexico border (Figure 1.9). The southern location used in the second curl timeseries is the same 

southern site used in computing the SCE index.   

1.2.7 Particle Trajectories 

Particle trajectories are examined in Section 1.4 to qualitatively assess horizontal flows 

off southern California and Baja California at times when there were anomalous amounts of 

more tropical waters. Trajectories are computed based on combining 1/4° CMEMS geostrophic 

velocities with Ekman estimated velocities as, 

𝑢 = 	𝑢s + 𝑢D,					𝑣 = 	𝑣s + 𝑣D.		    (20) 

Figure 1.9: CCMPv2 grid points where the wind stress curl is 
averaged over to create a regional representation of the curl. 
Orange triangles mark the northerly and southerly locations 
used in computing the alongshore difference in the wind stress 
curl.  
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In equation (20), subscripts 𝑔 and 𝑒 denote the geostrophic and Ekman horizontal velocities, 

respectively. Ekman velocities are derived from wind stress as, 

𝑢D =
5

vw)
𝜏7,      𝑣D = − 5

vw)
𝜏x,     (21) 

where 𝜌 is the density of seawater, 𝑓 is the Coriolis parameter, and 𝑑 is the thickness of the 

Ekman layer. Wind stress is calculated from the 1/4° CCMPv2 wind data and the Ekman layer is 

assumed to be 50 m in equation (21; Chereskin 1995). Using the combined geostrophic and 

Ekman currents, particle trajectories are computed by solving,  

𝒖 = )𝑿
)/
.      (22) 

In this equation, 𝒖 contains the total Eulerian horizontal velocities and 𝑿 is the Lagrangian 

position along the trajectory. Particle trajectories are integrated backwards for 45 days. 

Trajectories run successively with one day separating each of the trajectories. Close to the coast, 

it is possible for particle trajectories to run in to the coastline. Thus, there is a trade off with 

selecting locations that are close to the coast yet do not result in trajectories that immediately run 

in to the coastline. Particle trajectories were also run using 1/3° Ocean Surface Current Analysis 

Real-time (OSCAR) data and the interpretation from these results is similar to those presented 

below using the CMEMS geostrophic velocities with Ekman derived currents from the CCMPv2 

data; therefore these are not shown.  

1.3  ADCP Observations and Velocity Regression Results and 

Discussion 

A chapter objective is to assess the anomalous poleward flow. First, the alongshore flow 

from the ADCP observations at the coastal moorings are examined. Then, the results from the 

regression analysis on the alongshore velocity anomalies are discussed. The regression analysis 
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shows that the regressed velocity anomalies reproduce the periods of poleward flow, so this 

motivates investigating the interannual variability in the input variables, i.e., the gyre-scale APG 

and the wind stress. This section ends with relating the poleward flow anomalies to the 2014 

marine heatwave, the 2015 – 2016 El Niño, and the recurring marine heatwaves in 2019 – 2021. 

1.3.1 ADCP Observations 

Observations from DM and CCE2 capture distinctly more poleward flow in 2012 - 2015, 

2018, and periodically between late 2019 - early 2022. Cumulative displacements plots show the 

time integral of the Eulerian alongshore velocity at 40 m and 20 m depths for DM and CCE2, 

respectively (Figure 1.10). At DM this includes 2006 – early 2022 and at CCE2 2010 - early 

2022. Characteristic flow at both sites include southward flows in the first half of the year and 

poleward flows in the second half of the year. Southward flows in the first half of the year are 

due to equatorward winds during the upwelling season that drive alongshore flows. In Figure 

1.10, equatorward currents decrease the cumulative displacement while poleward flows result in 

a more positive displacement. In California, upwelling-favorable winds tend to relax in the 

second half of the year. This is the relaxation season in which it is common for displacement 

trajectories to exhibit minimal or slightly positive displacement.  

Colored years in Figure 1.10 stand out from the other years by demonstrating less 

negative or more positive displacement in some part of the year. These anomalous behaviors in 

the cumulative displacement are signs of poleward flow anomalies. Poleward flow anomalies can 

be from weaker equatorward currents, i.e., typically during the upwelling season, as well as from 

greater poleward flow, i.e., generally during the relaxation season. Years containing unusual 

amounts of anomalous poleward flow are objectively determined as follows. First, the annual 

cycle is computed over 2006 – 2021 for DM and 2010 – 2021 for CCE2 and removed to 
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construct alongshore velocity anomalies. These anomalies are normalized by the standard 

deviation, where the standard deviation is computed for each calendar day. The normalized 

values are depicted in Figure 1.11a. Within any given year, the timeseries in Figure 1.11a shows 

fluctuations in the sign of the values, even in years where there are large positive values such as 

in 2012 – 2015. Because some years may contain a few days that exceed one standard deviation 

above the daily mean but that are otherwise near normal or below the mean in the rest of the 

calendar year, e.g., 2006 at DM, the criteria for determining whether a year exhibits anomalous 

poleward flow is based on the number of days in a year that are above the annual cycle. 

Therefore, the number of days in a calendar year that exceed the annual cycle are summed and 

normalized by the number of days of ADCP observations in that year (Figure 1.11b). The 

Figure 1.10: ADCP cumulative displacement curves for each year at (a) DM 
40 m depth between 2006-early 2022 and (b) CCE2 20 m depth between 
2010 - early 2022. 2012 - 2015, 2018, 2020 - 2021 (DM only), and 2022 
curves are highlighted in color. Zero displacement accounts for broken 
sensor or no mooring in water. Positive values denote northward 
displacement and negative values denote southward displacement. 

(a) 

(b) 
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normalization accounts for bias that may be introduced in years where there is less ADCP 

coverage such as in 2017 at CCE2. Years where the observations exceed the annual cycle for at 

least 45% of the time are considered to be anomalous. Figure 1.11b shows that these anomalous 

years are 2012 - 2015, 2018, and 2020 – 2022 and are visually apparent in Figure 1.10.  

Many of the curves for the anomalous years in Figure 1.9 have poleward or less 

weakened equatorward displacement in the first few months of the calendar year. In the summer 

and fall, larger poleward velocities occur in the anomalous years that cause increased 

displacement from the middle to the end of the calendar year. By the end of the year, these 

colored years obtain significant net displacement. This strong positive displacement reaches up 

to 500 km of integrated displacement at DM and 2000 km at CCE2. Hence, in-situ measurements 

show enhanced poleward flow for southern California during 2012 - 2015, 2018, and late 2019 - 

early 2022 bringing attention to the large-scale 2014 marine heatwave, the 2015 - 2016 El Niño, 

the two years before these climate phenomena, and the various marine heatwaves in 2018 - 2021. 

Figure 1.11: (a) Number of standard deviations from the climatological mean for the alongshore 
velocity at DM 40 m depth and at CCE2 20 m depth. The climatological mean for each calendar day is 
derived based on the averages over 2006 - 2021 at DM and 2010 - 2021 at CCE2. Positive values 
denote more poleward flow. (b) The percentage of ADCP observations from (a) in each year that have a 
positive number of standard deviations from the mean. Black dashed line shows the 45% threshold.  
 

(a) 

(b) 
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Anomalous poleward flow has been documented in previous El Niños (Huyer and Smith 1985; 

Lynn and Bograd 2002; Kosro 2002), so it is not surprising that there is anomalous poleward 

flow in 2015. Less has been reported on the circulation features in southern California during 

regional and large-scale marine heatwaves. The poleward flow anomalies in these years will be 

examined to understand how they may be related to the heatwaves. 

1.3.2 Regression Results 

The regression analysis is performed at DM and CCE2, where the low-pass filtered 

anomalies from the right-hand side of equation (6) are regressed against the low-pass filtered 

velocity anomalies, i.e., the left-hand side of equation (6). The annual averages in Figure 1.12 for 

the velocity regression (red curve) use the reduced regression. The fully regressed velocities 

using all variables are not shown since they are similar to the red curves in Figure 1.12. In 

addition to the reduced regression annual averages and the ADCP/geostrophic velocity anomaly 

annual averages in Figure 1.12, there are also the annual averages from the estimated velocity 

anomalies based on the fixed coefficients from the momentum equation in equation (6; yellow 

curve).  

At DM, the annual averages are typically below 0 m/s prior to 2012, but an abrupt change 

occurs in 2012 with 2012 - 2015 seeing notably higher averages (Figure 1.12a). This transition 

emphasizes a change in the flow regime starting two years prior to the prolonged warming from 

the 2014 marine heatwave and the 2015 - 2016 El Niño. The annual averages between the DM 

ADCP velocity anomalies, the reduced regression velocity anomalies, and the momentum 

equation velocity anomalies are well correlated with one another (Table 1.3). At DM the 
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momentum equation estimate of velocity anomalies tends to produce larger magnitude 

fluctuations than the regression (Figure 1.12a), but both have nearly the same correlation and rms 

error with the ADCP observations in Table 1.3. If the regression coefficients perfectly matched 

the momentum equation coefficients, then the regression coefficients would be 1. At DM, all of 

the regression coefficients are less than 1. 

At CCE2 there are larger disagreements in the trend over the annual averages (Figure 

1.12b) which is reflected in the lower correlations compared to DM (Table 1.3). The transition to 

more positive velocity anomalies beginning in 2012 is less abrupt at CCE2, with this shift more 

Figure 1.12: Annual averages of velocity anomalies from the in-situ measurements, the reduced 
regression, and the momentum equation for (a) DM and (b) CCE2. Annual averages are 
computed over March – February for DM and April – March for CCE2. Note for (b) the ADCP 
averages are based on the total alongshore velocity, not the anomalies so the y axis scales are 
different. Note the different x axis scales in (a) and (b).   

(a) 

(b) 
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pronounced starting in 2013. The interannual variability from 2010 onward in the annual 

averages of the regressed and momentum balance velocity anomalies show some semblance to 

the interannual variability of the ADCP velocity annual averages. Most of the regression 

coefficients for CCE2 in Table 1.3 are less than 1.   

 

While there are some discrepancies between the strength of the anomalies approximated 

by the regressed and momentum balance estimated timeseries, these analyses performed at both 

sites in southern California share the low-frequency interannual variability in the annual averages 

(Figure 1.12). The higher correlation at DM gives confidence in finding the origin of poleward 

flow anomalies for the years 2012 - 2015, 2018, and 2019 – 2021. The results from the 

simplified regression analyses will be examined more closely in the next section to ascertain the 

Table 1.3: Rms error, correlation coefficients, and regression coefficients for the annual averages of 
alongshore velocity anomalies based on the ADCP observations, geostrophic velocity, regression 
analysis, and momentum equation. Rms errors and correlations in parenthesis are the results from 
using the input variables in the reduced regression. Correlations marked with an * are significant at the 
95% level. The 95% confidence interval for the regression coefficients are provided. Correlations 
listed are at a lag of 0 years.  The regression equation is, 
r𝑯4𝟏𝒗 = 𝝆4𝟏(𝒂𝟏𝒑𝒚

𝑸𝑷 + 𝑯4𝟏(𝒂𝟐𝝉𝒘𝟏 + 𝒂𝟑𝝉𝒘𝟐 + 𝒂𝟒𝝉𝒘𝟑)) + 𝒂𝟓(𝝆𝑯)4𝟏𝝉𝒘𝟒. 
Site RMS error  

m/s 
Correlation 
Coefficient 

Regression Coefficients  
95% CI 

DM Annual Averages:  
ADCP & Regressed 

Anomalies  
0.007 (0.007) 0.79* (0.76*) 

a1 = 0.339 ± 0.038    a1 = 0.320 ± 0.036 
a2 = -0.064 ± 0.081 
a3 = 0.436 ± 0.094 
a4 = 0.453 ± 0.062    a4 = 0.754 ± 0.041 
a5 = 0.383 ± 0.062 

DM Annual Averages:  
ADCP & Momentum 

Equation Approximated 
Anomalies 

0.008 (0.007) 0.78* (0.73*) 

CCE2 Annual 
Averages:  Geostrophic 
& Regressed Anomalies 

0.008 (0.004) 0.63* (0.55*) 
a1 = 0.484 ± 0.057     a1 = 0.626 ± 0.057 
a2 = -0.082 ± 0.124 
a3 = 2.033 ± 0.146 
a4 = -0.489 ± 0.096 
a5 = 1.216 ± 0.090      a5 = 0.978 ± 0.068 

CCE2 Annual 
Averages:  Geostrophic 
& Momentum Equation 

Approximated Anomalies 

0.011 (0.005) 0.47* (0.52*) 
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gyre-scale APG and the wind stress contributions in forcing the positive anomalies and how 

these may be related to the multiple climate phenomena that occurred throughout 2014 - 2021.  

1.3.3 Gyre-Scale APG vs. Wind Stress Forcing 

The results from the regression analysis showed that a number of years between 2012 and 

2021 had positive velocity anomaly annual averages; this motivates analyzing the contributions 

from the gyre-scale APG and the corresponding wind stress used in the reduced regression. The 

gyre-scale pressure gradient and the wind stress off Baja California/SCCS for DM/CCE2 are 

weighted by the reduced regression coefficients. These two components are illustrated in Figure 

1.13. For the momentum equation coefficients, the variability of the APG and the wind stress 

would be the same as the variability from the reduced regression but with different scaling 

factors; therefore, these are not shown. Separating the contribution of the gyre-scale APG and the 

Figure 1.13: Gyre-scale APG velocity anomaly and wind stress velocity anomaly from the reduced 
regression analysis at (a) DM where wind stresses are off of Baja California and (b) at CCE2 using 
wind stresses in the SCCS. Dashed lines are one standard deviation. Shaded periods highlight events 
of poleward flow anomalies. Note the different x axis scales in (a) and (b).   
 

(a) 

(b) 

DM Gyre-scale APG vs. Baja California Wind Stress Velocity Anomalies 

CCE2 Gyre-scale APG vs. SCCS Wind Stress Velocity Anomalies 
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wind stress to the regressed flow anomalies assists in identifying causes of poleward flow 

anomalies on annual time scales. In Figure 1.13, four periods are highlighted exhibiting positive 

anomalies from Figure 1.12 that overlap with poleward flow anomalies measured by the ADCP 

and in the geostrophic velocity timeseries.  

1.3.3.1 2012 - 2013 

In the first period from 2012 - 2013 the gyre-scale APG and the wind stress velocity 

anomaly components contain positive anomalies. Initially the wind stress drives the positive 

velocity anomalies but by late spring/early summer the wind stress velocity anomalies weaken 

and the gyre-scale APG velocity anomalies are dominant. In summer 2012, model forecasts 

predicted an El Niño (NOAA Climate Prediction Center as cited in Ludescher et al. 2014 and Su 

et al. 2014) which did not happen, but there are propagating sea level anomalies along the North 

American coastline beginning in spring - summer (Figure 1.14). SSHa are computed by 

Figure 1.14: GLORYS SSHa over various latitudes in the North Pacific at coastal locations. Blue 
dashed lines represent a CTW phase speed of 180 km/day. Green dashed curve is the gyre-scale 
APG anomaly low-pass filtered over 100 days.  
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removing the annual cycle from the SSH where the annual cycle is calculated over 1993 – 2018. 

The propagating features in April 2012 have speeds similar to observed CTWs in the North 

Pacific (Enfield and Allen 1980; Huyer and Smith 1985; Meyers et al. 1998; Strub and James 

2002b). By September 2012, positive monthly averaged sea level anomalies stretch from the 

equator up to central California in a thin coastal band (Figure 1.15a). Oceanic teleconnections 

appear to have spread from the tropical Pacific up to midlatitudes and the positive SSHa along 

the coastline imply poleward geostrophic flow anomalies.  

The gyre-scale APG anomaly timeseries weakens in fall and the positive velocity 

anomalies are supplemented by an increase in the wind stress velocity anomalies (Figure 1.13). 

In 2013, positive wind velocity anomalies persist peaking in spring and again in winter. The 

winter 2013 - 2014 peak was observed in other regions of the North Pacific and attributed to the 

atmospheric ridge that drove the 2014 marine heatwave (Bond et al. 2015; Whitney 2015). 

1.3.3.2 2014 - 2015 

The second period includes 2014 and 2015 and begins with continued positive wind 

stress velocity anomalies from winter 2013 (Figure 1.13). Intermittent positive gyre-scale APG 

anomalies supplement the positive wind stress anomalies to support poleward flow anomalies 

and there are three events when the gyre-scale APG exceeds one standard deviation. The first 

event in spring 2014 follows increased equatorial activity when strong westerly wind bursts 

(WWB) in the tropical equatorial Pacific generated equatorial Kelvin waves (Menkes et al. 2014; 

McPhaden 2015; Hu and Fedorov 2016). These waves propagated eastward toward South 

America and upon reaching the coast continued to propagate poleward (Figure 1.14). The 

increase in the gyre-scale APG forcing is likely due to the WWB creating downwelling Kelvin 

waves that raised sea level anomalies in a thick band near the equator and coastally at low 
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latitudes suggesting continuous poleward flow anomalies over these latitudes was possible 

(Figure 1.15b). An El Niño was anticipated, but unusually strong easterly winds across the 

Figure 1.15: GLORYS SSHa averaged over (a) September 2012, (b) April 2014, (c) December 
2015, (d) October 2018, and (e) November 2019. Yellow triangle in (c) shows the location of 
Cabo Corrientes while arrows are schematic representations of regional currents. 

(a) (b) 

(c) (d) 

(e) 

m
 

m
 

m
 

m
 

m
 

Cabo 
Corrientes 
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equatorial Pacific shut down the El Niño spin up (Ludescher et al. 2014; Menkes et al. 2014; 

Tollefson 2014; Hu and Fedorov 2016; Levine and McPhaden 2016).  

In the following spring - summer and fall - winter of 2015, the second and third gyre-

scale APG escalations happen (Figure 1.13). Equatorial WWB generated a series of eastward 

propagating Kelvin waves (Chen et al. 2016) that reached southern California in late spring-early 

summer followed by continued successions of sea level anomalies propagating up the coast in 

fall and winter (Figure 1.14). The cumulative effect of these CTWs raised the gyre-scale APG 

velocity anomaly (Figure 1.13).  

By December 2015, most of the North Pacific exhibits anomalously higher SSH values 

with large positive anomalies dominating near the equator and the coast (Figure 1.15c). The 

sustained positive sea level anomalies suggest continuous poleward geostrophic flow anomalies 

offshore of the coastal SSHa band. Figure 1.15c shows a branch of higher SSHa crossing the 

Gulf of California that has previously been observed in altimetry data as a result of eddy genesis 

near Cabo Corrientes and becomes more frequent during El Niño when Kelvin waves propagate 

poleward from the equator (Zamudio et al. 2001; Zamudio et al. 2007). This mechanism, 

preconditioned by high CTW activity, can explain how the positive SSHa crossed over the Gulf 

of California in fall 2015. The implied continuity of poleward geostrophic flow suggests 

connectivity between southern California and low latitude regions. 

The remotely forced CTWs are more closely examined in tide gauge measurements of 

sea level in southern California (Figures 1.16a and 1.16b). Coherent fluctuations in the in-situ 

sea level measurements occur alongside changes in the ADCP measured alongshore flow during 

the passage of multiple CTWs. As the waves propagate through, they ride along the thermocline 

raising SSHa, increasing the alongshore flow, and subducting isopycnals (not shown). CCE2 is 
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located on the outer edge of the coastal waveguide, so there will be some modulation and 

dampening of the CTWs. The local alongshore wind stresses at the mooring sites are largely 

equatorward (Figure 1.16c), thus not favorable for driving the downwelling anomalies.  

In this second period of poleward flow anomalies, the wind velocity anomalies were 

persistently positive up until late 2015 off Baja California, while in southern California the wind 

(a) 

(b) 

Figure 1.16: ADCP alongshore velocity and coastal tide gauge SSH for (a) DM and (b) 
CCE2. At DM the alongshore velocity is at 40 m depth and at CCE2 the alongshore velocity is 
at 20 m depth. Highlighted periods are CTW events based on Figure 1.14. (c) CCMPv2 
alongshore wind stress near DM and CCE2. 

(c) 
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velocity anomaly peaked in winter 2014/2015. Toward the end of 2015, the wind stress velocity 

anomalies in both regions hit a record low (Figure 1.13). In this transition, the strong upwelling 

favorable winds shut down the influence of El Niño in the CCS (Frischknecht et al. 2017). 

Robinson (2016) noted unusually weak winds off Baja California persisting from spring 2014 

through summer 2015 that were unrelated to the 2015 - 2016 El Niño but were responsible for 

the regional warming from spring 2014 – spring 2015. Similarly, in southern California Zaba and 

Rudnick (2016) reported weaker winds in 2014 - summer 2015 that contributed to anomalous 

heating of the upper ocean. The positive wind anomalies reported here appear to have affected 

much of the CCS during the 2014 marine heatwave and the 2015 - 2016 El Niño.  

1.3.3.3 2018 

 The next period of positive flow anomalies occurs in 2018 and contains both weakened 

upwelling favorable winds and positive gyre-scale APG velocity anomalies. These anomalies 

occur during the August 2018 Baja California – southern California marine heatwave (Fumo et 

al. 2020; Wei et al. 2021) and the increase in the gyre-scale APG velocity anomalies can be 

attributed to remote forcing from poleward propagating CTWs (Figure 1.14). In October, 

positive SSHa developed at the equator and along the coast (Figure 1.15d) and the Oceanic Niño 

Index (ONI) reflects a weak El Niño state (not shown). This equatorial forcing, as well as 

weakened upwelling favorable winds, caused the regional marine heatwave (Fumo et al. 2020; 

Wei et al. 2021; Figure 1.13). The weakened equatorward winds and CTWs also caused positive 

flow anomalies in summer - fall 2018 (Figure 1.13; Fumo et al. 2020; Wei et al. 2021).  

The positive Baja California wind velocity anomalies began in 2017, however ADCP 

data in 2017 did not meet the criteria to classify this year as anomalous. This classification is 

dependent on the twelve-month averaging period, and had the average period been shifted, then 
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2017 would have been marked as anomalous at DM. Similarly, the CCE2 2019 annual averages 

are positive in Figure 1.12b due to positive anomalies in the wind field supplemented by positive 

anomalies in the gyre-scale APG (Figure 1.13b), but the CCE2 ADCP data did not report a 

significant number of days of poleward flow anomalies that categorized this year as anomalous 

(Figure 1.10). However, if the annual average window computations were shifted later, then this 

would have led to 2019 being classified as anomalous. Thus, there are some sensitivities to the 

classification of an anomalous year based on the averaging window.  

1.3.3.4 Fall 2019 - 2021 

ADCP flow anomalies at DM indicate that from fall 2019 - 2021 there were more 

poleward flow anomalies (Figure 1.11). The low-frequency positive flow anomalies in these 

years at DM and CCE2 do not persist through the entire period but are more episodic in nature 

(Figure 1.11a). Much of the anomalous flow is considered to be due to positive wind stress 

velocity anomalies off Baja California and southern California (Figure 1.13). The gyre-scale 

APG does increase in fall 2019 and in 2021, possibly due to the propagation of CTWs from the 

equator (Figure 1.14). In the latter of these two years, the propagating SSHa do not appear to 

continue across the Gulf of California and northwards. Monthly averaged SSHa for November 

2019 illustrate that a thin band of positive coastal sea level set up along the coast from the 

equator northward to California (Figure 1.15e). In addition to the wind stress forcing, there are 

some periods in these years when equatorial forcing also may have contributed to positive flow 

anomalies. These years coincided with marine heatwaves in the North Pacific (Amaya et al. 

2020; Weber et al. 2021; Barkhordarian et al. 2022) and there may be a connection between 

these events and the changes in the wind field off Baja California and southern California.  
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1.3.4 Large-scale Climate Phenomena and their Impact on Poleward Flow 

During the years of anomalous poleward flow between 2012 and 2021, there were many 

large-scale climate phenomena that took place. Some of these phenomena originated as 

equatorially forced, e.g., El Niño, while others persisted in the North Pacific, e.g., North Pacific 

marine heatwaves, and were caused by atmospheric events. It is of interest to examine how the 

poleward flow anomalies may be related to these larger climate phenomena. In many of the four 

time periods classified as having positive anomalous flow conditions in Figure 1.13, there is an 

exchange in dominancy between the gyre-scale pressure gradient and the wind stress forcing 

poleward flow anomalies. On several accounts increases in the gyre-scale APG velocity 

anomalies reach and exceed one standard deviation above the mean and these coincided with an 

El Niño or with advanced conditions suggesting a possible El Niño, e.g., summer 2012, spring 

2014, spring and fall/winter 2015, and winter 2018/2019 (Figure 1.13). The influence of remote 

forcing during these times on poleward flow anomalies in southern California demonstrate the 

large spatial scale equatorial processes can have in the eastern North Pacific. 

Other periods of poleward flow anomalies coincided with atmospheric events, e.g., 

winter 2013/2014, winter 2014/2015, summer 2017, summer 2019, etc. Positive wind velocity 

anomalies seen throughout the periods of anomalous poleward flow in Figure 1.13 may be 

related to larger-scale atmospheric phenomena occurring over the years of positive flow 

anomalies. Two potential mechanisms are considered to explain how these larger-scale 

atmospheric changes influence the winds off southern California and Baja California.  

First, the atmospheric ridge that led to the 2014 marine heatwave is reviewed. The 

persistent ridge of atmospheric pressure formed in the Northeast Pacific near the Gulf of Alaska 

and yielded positive sea level pressure anomalies in that region (Figure 1.17a, Figure 2 in Bond 
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et al. 2015; Wang et al. 2014; Bond et al. 2015; Swain et al. 2017). The negative vorticity 

anomaly associated with the ridge of positive sea level pressure anomalies drives an anticyclonic 

circulation. In California, the isobar anomalies deflect northward (magenta box in Figure 1.17a), 

which alongside the negative vorticity anomaly would lead to poleward geostrophic wind 

anomalies. This would counteract the typical southward winds that prevail off California. 

Examples of when the atmospheric ridge is present with poleward wind velocity anomalies in 

Figure 1.13 are in winters 2013/2014 and 2014/2015. An atmospheric ridge returned during the 

hP
a 

(a) 

(b) 

 

Figure 1.17: (a) Mean sea level pressure anomalies over October 2013 
through January 2014 adapted from Bond et al. (2015). (b) Sea Level 
Pressure summer seasonal climatology adapted from Fiedler and 
Mantua (2017). Dotted contour is the 1020 mbar isobar. NPH stands 
for the North Pacific High. 

NPH 
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more recent marine heatwaves of 2019 – 2021 and the intensity and frequency of these events are 

attributed to anthropogenic changes and greenhouse gases (Weber et al. 2021, Barkhordarian et 

al. 2022).  

A second mechanism to explain the local wind may be influenced by the large-scale 

pressure systems is due to a weakened North Pacific High. In the summertime, the climatological 

mean contains a North Pacific High that is broadened and strengthened, and this drives 

southward winds off of California (Figure 1.17b). When this high pressure is reduced, it weakens 

the zonal gradient in the atmospheric pressure, thereby weakening the magnitude of the 

meridional geostrophic winds. Amaya et al. (2020)’s North Pacific High Intensity index shows a 

weakened summertime North Pacific High in 2013 - 2015, 2017, and 2019. Summertime positive 

wind velocity anomalies in these years may have resulted from the weakened North Pacific 

High, with the weakening in 2019 driving the 2019 North Pacific marine heatwave (Amaya et al. 

2020).  

Based on the analysis presented above, poleward flow anomalies in southern California 

appear to be related to anomalous atmospheric forcing over the North Pacific along with 

heightened equatorial activity. The flow anomalies over 2012 – 2021 appear to be related to 

large-scale mechanisms, e.g., El Niños and marine heatwaves, and may serve as an indicator for 

these phenomena. To further characterize the equatorial and wind forcing of poleward flow 

anomalies, water mass properties are examined to address the impact of flow anomalies on 

source waters in southern California.  

1.4  Water Mass Analysis Results and Discussion 

The anomalous poleward flow investigated in the previous section is suspected to have 

caused changes in the water mass composition. This section analyzes the long-term and seasonal 
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means in the water mass composition, the water mass anomalies along isopycnals, and the 

relationship between the SCE and the water mass anomalies. This section also examines the 

wind stress curl against the SCE index and particle trajectories to qualitatively assess the 

horizontal flow field for select periods of interest.   

1.4.1 Long-term and Seasonal Means 

Results from the water mass analysis show that at the shallower DM sensor, the long-

term mean is made up of about 60% PSUW with the other 40% coming from PEW (Figure 1.18). 

At 90 m depth, the mean composition is about 40% PSUW and nearly 60% PEW, which differs 

from the mean at 35 m depth. The long-term means and Figure 1.18 demonstrate how the water 

mass fractions change with depth. The dependence of the mean composition on depth 

Figure 1.18: Density timeseries (black) at DM 35 m (upper lines) and 90 m depth (lower lines) 
with colored circles reporting the percentage of (a) PSUW, (b) PEW, and (c) ENPCW from the 
water mass analysis. Horizontal dashed lines mark the 1025.8 and the 1026.5 kg/m3 densities. 

(a) 

(b) 

(c) 
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demonstrates that PSUW makes up a greater proportion at lower densities while at larger 

densities the fraction of PEW becomes higher. In this long-term mean, only source waters from 

the north and south contribute to the temporal average. Similarly, at CCE2, only the north and 

south water masses contribute to the record-long mean with the former making up about 55% of 

the composition and the latter about 45% (Figure 1.19).    

Changes in water mass percentages at a fixed depth may be caused by a change in density 

or by a change on an isopycnal. For the former, vertical heaving of isopycnals may alter relative 

ratios of source waters. This is due to the isopycnal dependence of the water mass composition. 

On seasonal timescales, the variability in water composition is partly related to this vertical 

heaving. When denser waters are brought up through upwelling processes in spring, the 

percentage of PEW measured by the sensor increases (Figure 1.18b). During the relaxation 

season in summer/fall, densities decrease and more PSUW is present (Figure 1.18a).  

Bograd et al. (2019) analyzed the seasonal mean water mass composition on select 

isopycnals and the long-term variability from the CalCOFI data in southern California. The long-

term variability in Bograd et al. (2019) is only presented at a few locations and does not consider 

the long-term variability in the upper ~100 m, so the results presented here are only compared 

against the seasonal means from Bograd et al. (2019) on select isopycnals. Additionally, the 

Figure 1.19: Water mass composition from the source water mass analysis at CCE2 75 m depth. 
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isopycnals used to show the seasonal means from Bograd et al. (2019) are not within the range of 

isopycnals measured by the 75 m sensor at CCE2 so a comparison is made only at DM. Near the 

DM mooring, ~40 km offshore of DM, and on the 25.8 kg/m3 isopycnal, Bograd et al. (2019) 

indicate that PSUW concentrations have a year-round mean of ~52% (Bograd et al. 2019; their 

Figure 2) which is close to what is seen in Figure 1.18a. For PEW on this isopycnal, their results 

demonstrate a year-round mean of 28% (Bograd et al. 2019; their Figures 2 and 3c) while Figure 

1.18b shows a higher year-round mean closer to that of PSUW. Better agreement in PEW 

fractional composition is found on the 1026.5 kg/m3 isopycnal. Bograd et al. (2019) report a 

year-round PEW mean of ~52% (their Figures 2 and 3c) while those in Figure 1.18b indicate a 

mean of ~58%. The discrepancy on the 1025.8 kg/m3 isopycnal is related to the influence of 

ENPCW. In Bograd et al. (2019) the lower PSUW mean is compensated for by ENPCW, which 

has a mean of ~20%, whereas the results reported in Figure 1.18c do not have ENPCW 

contributing significantly to the long-term mean.  

1.4.2 Isopycnal Anomalies 

To determine changes in source water composition due to horizontal advection, i.e., 

source water changes on an isopycnal, the isopycnal median of the water mass composition is 

estimated and removed as follows. Density is binned in step sizes of 0.1 kg/m3 and the median 

percentage of each water mass is computed for each bin. The median percentages corresponding 

to the density observed at a given moment are removed at each time step to create the water mass 

anomalies. Thus, for each sensor there are three timeseries of anomalies, one for each water 

mass. This effectively removes changes in water masses due to vertical heaving of isopycnals. 

Figure 1.20 shows the source water anomalies from the 35 and 90 m sensors at DM and from the 
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75 m sensors at CCE2. These water mass anomalies are on varying isopycnals as they sweep past 

the sensors.  

At 35 m depth for DM, the PSUW and PEW anomalies display a seasonal variability 

whereby a positive anomaly in one water mass is compensated for by an almost equal anomaly 

of negative sign in the other water mass. Generally, positive PSUW anomalies cycle through 

summer/fall and positive PEW anomalies occur in winter/spring (Figure 1.20a). This seasonal 

behavior suggests changes in horizontal pathways of flow in the SCB that are also seasonal, and 

this is examined in Section 1.4.3. At the deeper DM site and at CCE2, the magnitudes of the 

(a) 

(b) 

(c) 

Figure 1.20: Water mass anomalies on isopycnals at (a) DM 35 m, (b) DM 90 m, and (c) CCE2 75 
m depths. Note the different x axes for DM and CCE2. 
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PSUW and PEW anomalies are similar but of different signs (Figures 1.20b and 1.20c). The 

behavior of these anomalies do not appear to be seasonally variable.   

The largest water mass anomalies measured by the 35 m sensor at DM reached and 

exceeded 30%. This occurred in 2012, 2013, 2018, and 2021 with increased ENPCW and PSUW 

anomalies that were compensated for by decreased PEW anomalies, except for in 2018 when 

PSUW anomalies remain weakly negative. Of the years exhibiting anomalous poleward flow at 

DM, 2012 and 2013 show the largest poleward alongshore displacement and this coincides with 

the large ENPCW anomalies (Figures 1.10 and 1.20a). The positive ENPCW anomalies at DM 

35 m depth are not present at the deeper DM sensor nor at CCE2 suggesting that water mass 

anomalies can have spatial differences both horizontally and vertically within the SCB. The other 

years of anomalous poleward flow, 2014 and 2015, do not have as large anomalies but contain 

positive PSUW and ENPCW anomalies with negative PEW anomalies in summer and then 

switch to positive PEW and negative PSUW anomalies in fall/winter. We caution that the 

strength of the anomalies at the shallower sensor in these two years is not well known since the 

density does not reach these low values in other years in the timeseries. Both 2019 and 2020 also 

exhibit notable positive PEW anomalies. The presence of these anomalies also persists under 

periods of positive poleward flow anomalies (Figure 1.11a). At the deeper 90 m sensor, the most 

significant anomalies take place at the end of 2015 and early 2016 when positive PEW anomalies 

reach nearly 25% and are compensated for by negative PSUW anomalies of similar magnitude 

(Figures 1.20b). Water mass anomalies at the CCE2 75 m depth do not show pronounced 

anomalies during years of anomalous poleward flow, but like at DM, positive PEW anomalies 

are present at the end of 2015 - early 2016 and at the end of 2019 (Figure 1.20c).  
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1.4.3 Southern California Eddy 

1.4.3.1 Seasonal Behavior and SCE Index 

The timeseries of the water mass anomalies at DM 35 m depth suggested that there might 

be some seasonality in the variability of the anomalies on isopycnals (Figure 1.20a). One 

potential mechanism to explain the seasonal variability in the water mass anomalies is the 

Southern California Eddy (SCE). In spring, alongshore winds are upwelling favorable and 

strong, and in summer the nearshore winds relax causing the wind stress curl to increase. Model 

results suggest that the wind stress curl is responsible for setting up the SCE, with variability in 

the yearly location of the SCE linked to the wind stress curl field (McCreary et al. 1987; Di 

Figure 1.21: Mean dynamic height (dyn cm) of the surface 
relative to 500 dbar for four periods over about 60 days for 
(a) January, (b) April, (c) July, and (d) October, adopted 
from Lynn et al. (1982). Magenta boxes encompass the 
region of recirculation. 
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Lorenzo 2003). Dynamic height at the surface demonstrates the cyclonic recirculation in the SCB 

(Figure 1.21). On the south side of this seasonal cyclonic feature water is advected onshore into 

the Bight. This is a branch of the CC carrying PSUW and could be responsible for the cyclical 

nature of the PSUW anomalies at the DM 35 m in Figure 1.20a.  

We hypothesize that this is the mechanism responsible for the seasonal variability in the 

water mass anomalies at DM 35 m depth (Figure 1.20a) and for circulating PSUW and ENPCW 

in the upper ocean to the coastal region of southern California. ENPCW may be mixed with 

PSUW as these waters advect eastward across the Pacific Northwest and turn southward as the 

CC (Reid et al. 1958). Another potential mechanism for bringing ENPCW into southern 

California is entrainment in the CC offshore of the SCE under a stronger SCE presence. Roden 

(1971) describes a transition zone between subarctic waters from the north and subtropical 

Figure 1.22: November sea surface salinity from ship-
based measurements off of the US west coast. Unshaded 
region is the transition zone between subarctic (SA) and 
subtropical (ST) waters. Magenta box shows the region 
offshore of southern California where the transition zone 
moves eastward with one branch turning northward into 
the SCB. Figure modified from Roden (1971). 



64 
 

waters from the west, and the isohalines characteristic of this zone recirculate into the SCB 

(Figure 1.22).  

  When the cross-shore flow is onshore and the alongshore flow is poleward, then this may 

be indicative of the spin up of the SCE. It is proposed that the seasonal spin up of the SCE yields 

more positive anomalies of PSUW near the coast. Periods of both onshore and poleward flow are 

shaded in Figure 1.23a and this is qualitatively compared to the monthly low-pass filtered water 

mass anomalies at DM 35 m depth (Figure 1.23b). The water mass anomalies in Figure 1.23b are 

the same as those in Figure 1.20a but with a monthly filter applied. In most years, the shaded 

periods of onshore and poleward flows coincide with positive and/or increasing PSUW and/or 

ENPCW anomalies (Figure 1.23). These positive and/or increasing anomalies are compensated 

(a) 

(b) 

Figure 1.23: (a) SCE index and DM seasonally filtered alongshore flow at 40 m depth. 
Horizontal bars are the annual averages estimated over the calendar year. Shaded periods are 
when both the SCE index and alongshore flow are positive, i.e., onshore and poleward flows. (b) 
Monthly filtered water mass anomalies at DM 35 m depth. The shaded periods are the same 
from (a). 
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with negative and/or decreasing PEW anomalies. This behavior may be a due to the appearance 

of the SCE which turns CC waters towards the coast and northward into the SCB and brings 

onshore more PSUW and at times ENPCW (Figure 1.23b).  

Most of the time the SCE index is positive (Figure 1.23a), but onshore flow does not have 

to be recirculated northward as it may turn southward after moving onshore (Chereskin and 

Niiler 1994). If the local currents at DM are southward, then the water masses advected onshore 

via the SCE may not reach DM. This demonstrates how poleward flow can be important for 

advecting PSUW and ENPCW anomalies past the DM mooring. There are some events in Figure 

1.23b when there are positive and increasing PEW anomalies during shaded periods such as in 

2006 and 2020. Despite these contradictions to the hypothesis that the SCE brings more PSUW 

and ENPCW anomalies inshore, these periods show that while the SCE index is positive it is 

decreasing and therefore cross-shore flow is weakly onshore. Additionally, there are two 

ambiguous periods, i.e., 2016 and 2017, when there is onshore and poleward flow but mild 

changes in the water mass anomalies. These are special cases that will be addressed later. Next, a 

more detailed review is given of the SCE index, coastal poleward flow, and water mass 

anomalies during 2012 – 2013, 2014 - 2015, 2016 – 2017, 2018, and 2019 - 2021.  

1.4.3.2 2012 - 2013 

Beginning with 2012 and 2013, these two years demonstrate similar behaviors. The more 

coherent SCE in 2012 and 2013, e.g., higher SCE annual averages in Figure 1.23a, combined 

with larger poleward flows at DM (Figure 1.23a) agrees with the timing of increased PSUW and 

ENPCW anomalies (Figure 1.23b). PSUW anomalies increase first followed by increased 

ENPCW a couple of months later. These are compensated for by large negative PEW anomalies. 

If ENPCW were advected into the CC upstream, then it is expected that the increase in PSUW 
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and ENPCW anomalies would be simultaneous. Instead, the lag between the two water masses 

supports some other mechanism for bringing ENPCW into the SCB. One possibility is 

entrainment into the CC due to a strong SCE. These waters may get entrained and make their 

way onshore such as in Figure 1.22. In Figure 1.10a, the cumulative alongshore displacement in 

2012 and 2013 show the largest net poleward displacement by the end of the year. This is in part 

due to the less southward flow during the upwelling season (Figure 1.23a), i.e., positive velocity 

anomalies (Figure 1.10a), and stronger poleward flow in summer - fall in these years (Figures 

1.11a and 1.23a). The higher annual averages in the DM alongshore flow and the SCE index 

indicate a more pronounced SCE in 2012 and 2013 and that this caused the large positive PSUW 

and ENPCW anomalies that were compensated for by large negative PEW anomalies. In the two 

years before the 2014 marine heatwave and the 2015 – 2016 El Niño, water mass anomalies 

show increased water from the north, i.e., PSUW, and from the west, i.e., ENPCW. 

1.4.3.3 2014 - 2015 

Both 2014 and 2015 are consistent with the hypothesis that the SCE brings more PSUW 

and/or ENPCW to the coast. This is shown by the positive PSUW and ENPCW anomalies during 

the shaded periods in these years (Figure 1.23b) alongside a positive SCE index and poleward 

flow (Figure 1.23a). The positive PSUW and ENPCW anomalies coincide with negative PEW 

anomalies. These positive anomalies and the annual averages in the SCE index and alongshore 

flow (Figure 1.23a) are not as large as their respective values in 2012 and 2013. During the 

marine heatwave in 2014, water mass anomalies favor waters that originate from the north and 

west. The same is true for the summer of 2015 during the 2015 – 2016 El Niño. 

In fall 2015, the SCE index decreases to become briefly negative in winter (Figure 

1.23a), and the positive PSUW anomalies are replaced by positive PEW anomalies at both depths 
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at DM and at CCE2 (Figures 1.20 and 1.23). The PEW/PSUW anomalies reach some of their 

highest/lowest values over the ~15-year period. The large change in water mass composition 

suggests significant advection from the south. The anomalous poleward flow during this time 

was discussed in Section 1.3 and is associated with an increase in the gyre-scale APG during the 

2015 – 2016 El Niño. The gyre-scale APG increased due to the multiple CTWs that raised and 

sustained coastal sea levels in the latter months of 2015 (Figures 1.13, 1.14, and 1.15c). The SCE 

index decreased and became temporarily negative (Figure 1.23a); thus, the poleward advection 

occurring at the end of 2015 is not related to the SCE but is rather attributed to continuous 

coastal poleward flow from the south. The persistent remote forcing in the second half of 2015, 

along with a weakening in the SCE, likely drove coherent poleward flow along Baja California 

and into southern California, and consequentially changed the water mass composition in favor 

of PEW. To further argue this, particle trajectories assist in determining the alongshore 

displacement of flow that reaches southern California at this time and are presented in Section 

1.4.5.  

1.4.3.4 2016 - 2017 

As noted earlier, water mass anomalies in 2016 and 2017 appear not to support the 

hypothesis that the seasonal appearance of the SCE advects more PSUW inshore (Figure 1.23a). 

This unusual behavior will be examined, and an explanation is given to rationalize the atypical 

response in water mass anomalies. In both 2016 and 2017 high values in the SCE index coincide 

with stronger poleward flow at DM and positive PEW anomalies (Figure 1.23). It is suggested 

that re-entrainment of PEW waters via the SCE causes the continued positive PEW anomalies. 

As part of the regional circulation, the SCC flows poleward where it reaches the northern region 

of the SCB. It may either continue northward around Point Conception, i.e., the Davidson 
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Current, or flow offshore and re-enter the CC. When the latter happens, the waters in this branch 

are subject to being mixed in with CC waters and re-introduced into the bight via the SCE upon 

its seasonal spin up. This will be tested using particle trajectories in Section 1.4.5 and may 

elucidate why there are positive PEW anomalies in 2016 and 2017.  

1.4.3.5 2018 

The positive PEW anomalies endured through 2016 and 2017 but were replaced in 2018 

by positive ENPCW anomalies (Figure 1.23b). At this time, the SCE index increased 

contemporaneously with enhanced poleward flow at DM (Figure 1.23a). This is a unique 

occurrence because the signs of the ENPCW and PSUW anomalies opposed one another, 

particularly in the second pulse of positive ENPCW anomalies during winter. The first pulse of 

ENPCW anomalies is concurrent with the increase in the SCE index and alongshore flow at DM, 

and ENPCW anomalies are primarily compensated for by negative PEW anomalies. The positive 

ENPCW anomalies represent the higher salinity and the higher oxygen at this time. Glider 

observations also measure higher salinity in 2018, and Argo data indicate that a region of high 

salinity formed in 2015 in the North Pacific subtropical gyre and was advected eastward into the 

CCS over the next 2 - 3 years (Ren and Rudnick 2021). The eastward advection of this high 

salinity water overlaps in space with the region of ENPCW in the subtropical gyre (Roden 1971). 

The advection of ENPCW into the CC alters the ratio of PSUW to ENPCW explaining the 2018 

increase in ENPCW anomalies and decrease in PSUW anomalies.  

Between pulses of positive ENPCW anomalies, the ENPCW and PEW anomalies 

approach 0%, with PEW values becoming weakly positive. These anomaly reversals may be 

related to the regional marine heatwave off of northern Baja California which set record high 

temperatures in southern California, exceeding all measurements made over the previous century 
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(Fumo et al. 2020; Wei et al. 2021). Unlike the 2014 marine heatwave which was over the North 

Pacific, the 2018 marine heatwave was a regional event in Baja California and southern 

California. Off Baja California, both local, e.g., winds, and remote, e.g., CTWs, forcing 

contributed to the regional heatwave which lasted for about one month before dissipating (Fumo 

et al. 2020; Wei et al. 2021). Both the gyre-scale APG and the wind stress velocity anomalies in 

Figure 1.13a are positive at this time. Thus, some of the poleward flow in this year may have had 

origins from further south and this may be reflected in the increasing of the negative PEW 

anomalies in Figure 1.23b. Following the termination of the heatwave was the second pulse of 

positive ENPCW waters. It is not clear whether this second pulse is a different batch of ENPCW 

anomalies or the same waters from the first pulse but advected southward past the mooring. 

However, the presence of ENPCW a couple of kilometers from the coast in 2018 highlights the 

importance of understanding the horizontal circulation that carries subtropical gyre waters from 

the open ocean all the way to the shelf. 

1.4.3.6 2019 - 2021 

Multiple North Pacific marine heatwaves occurred throughout 2019 - 2021 (Amaya et al. 

2020; Weber et al. 2021; Barkhorarian et al. 2022) and these events may have influenced the 

source waters. In late fall – early winter of 2019, the magnitudes of the PEW and PSUW 

anomalies increase (Figure 1.23b) and this is contemporaneous with poleward flow anomalies 

(Figure 1.11a). These results suggest alongshore advection of PEW from lower latitudes. There 

are poleward propagating SSH in the last few months of 2019 (Figure 1.14) and these remote 

forcings, along with a weaker SCE (lower annual average in Figure 1.23a), may have led to 

conditions favoring more PEW.  
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During the weak 2018 - 2019 El Niño, there were similar magnitudes of remote forcing in 

fall 2018 and fall 2019 (Figure 1.13). The stronger SCE index in 2018 (annual average in Figure 

1.23a) may have encouraged more onshore recirculation explaining the increased ENPCW 

anomalies. While in 2019, the overall weaker SCE index may have reduced onshore flows 

permitting more alongshore flow from further south.  

The marine heatwave re-emerged in 2020 along with another episode of PEW anomalies 

(Figures 1.20 and 1.23b). The dynamical forcing (Figure 1.13) differs from other occurrences of 

positive PEW anomalies, e.g., falls of 2015 and 2019. The positive Baja California wind stress 

velocity anomalies (Figure 1.13a) encourage positive flow anomalies (Figure 1.11a) that are 

contemporaneous with positive PEW anomalies (Figures 1.20 and 1.23b). Two possible 

scenarios may explain these observations. First, wind stress can directly drive poleward flow, 

and second, alongshore variations in the alongshore wind field can result in an APG.  

There are a few days in August that do have positive wind stresses (not shown), but the 

monthly low-pass filtered Baja California wind stresses are more positive than the southern 

California wind stresses in mid-2020 (Figure 1.24). This convergence in the wind field can pile 

up water and cause a poleward APG force. There is a mild increase in the anomalies in the 

Figure 1.24: Differences in monthly-filtered alongshore wind stress between Baja California 
and the SCCS. Also shown is the anomaly of the SSH difference between Baja California and 
southern California from GLORYS data. Red box shows the period in which the wind stresses 
off of Baja California are more positive than the wind stresses in the SCCS. 
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alongshore sea level difference between Baja California and southern California (Figure 1.24), 

however it is not clear that this is significant enough to cause the anomalous observations in the 

alongshore flow and in the source waters.  

This wind effect may also generate CTWs as energy is transferred from potential energy, 

e.g., piling up of water, to kinetic energy, e.g., CTWs. CTWs can leak energy offshore as Rossby 

waves, and model results have found that both APGs and Rossby waves can accelerate and shoal 

the undercurrent (McCreary and Chao 1985; Marchesiello et al. 2003; Pringle and Dever 2009; 

Connolly et al. 2014; Thomson and Krassovski 2010; Gomez-Valdivia et al. 2017). There are 

mild positive SSHa between Baja California and southern California (Figure 1.14). The phase 

speed of the propagating SSHa is ~278 km/day in agreement with other reports of wind-driven 

CTW phase speeds for this area (Christensen et al. 1983; Enfield and Allen 1983; Merrifield and 

Winant 1989).  

CTWs and APGs can shoal the CU and potentially mix CU waters, i.e., PEW, across 

isopycnals. Cross-isopycnal mixing is speculative but could occur from multiple processes, e.g., 

upwelling, vertical tidal mixing, breaking internal waves, etc. Despite the modest amplitude in 

the alongshore difference in sea level and coastal SSHa (Figures 1.14 and 1.24), the remote 

forcings in 2018 and 2019 (Figure 1.13) along with higher amounts of PEW in 2019 (Figures 

1.20 and 1.23b) may have preconditioned the coastal ocean such that a small perturbation, like 

the wind convergence event, could excite the positive PEW anomalies.  

The heatwave returns in 2021 and a heightened SCE index occurs alongside positive 

PSUW and ENPCW anomalies (Figure 1.23). For the first time in ~2.5 years, the PSUW 

anomalies are positive indicating a change in the source water ratios in the CC.  
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Increased PEW anomalies in falls of 2019, 2020, and 2021 occur around the time the 

North Pacific marine heatwaves peaked. Poleward flow anomalies (Figure 1.11a) in the presence 

of a lower SCE index (Figure 1.23a) permitted positive PEW anomalies (Figures 1.20 and 

1.23b). It is not clear whether there is an association between the heatwaves, the poleward flow, 

and the PEW anomalies. The poleward flow and the PEW anomalies are suggested to be a result 

of the remote forcing in 2019 – 2021. However, equatorial forcing and the North Pacific marine 

heatwaves may be linked via atmospheric teleconnections between the equator and the North 

Pacific. Amaya et al. (2020) found the North Pacific High weakening during the 2019 heatwave 

was assisted by remote SST forcing from the equator and a difference between the 2014 and 

2019 marine heatwaves is the season when the heatwaves occurred. The 2014 heatwave began in 

winter and the 2019 heatwave took place more over summer. The seasonal timing of these events 

may impact the SCCS differently, e.g., poleward flow anomalies associated with the SCE 

bringing positive PSUW and ENPCW anomalies as in 2013 - 2015 versus poleward flow 

anomalies from alongshore advection of more tropical waters like in 2019. 

1.4.3.7 Water Mass Anomalies Conclusion 

Results from the water mass analysis describe the seasonal cycle of source water 

composition as well as interannual variability in the SCB related to changes in horizontal 

advection. Mean water mass composition documents a tradeoff between PSUW and PEW with 

depth, with the proportion of PEW increasing on denser isopycnals. This study has proposed that 

the seasonal cycle in the water mass anomalies at DM 35 m depth is related to the seasonal spin 

up of the SCE. Larger annual averages of the SCE index in 2012 and 2013 alongside enhanced 

nearshore poleward flow and anomalous PSUW and ENPCW indicate a strengthened and more 

coherent SCE. During the 2014 marine heatwave and the 2015 – 2016 El Niño, water mass 
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anomalies are supportive of the hypothesis that the SCE brings more PSUW and ENPCW 

onshore and in to the SCB. At the end of 2015, El Niño driven changes in the water mass 

composition caused increased PEW anomalies in the bight which persisted over the next couple 

of years. This behavior is broken up in 2018 when CC waters are modified, and during the North 

Pacific marine heatwaves in 2019 – 2021 when greater PEW anomalies emerge. The interannual 

variability in the water mass anomalies may be linked to the numerous large-scale climate 

phenomena that took place between 2012 and 2021.  

1.4.4 Wind Stress Curl Forcing of SCE 

The purpose of this section is to evaluate whether there is a relation in the low-frequency 

interannual variability of the wind stress curl (and/or its alongshore gradient) with the regional 

APG. The wind stress curl has previously been reported to be an important driver of coastal 

poleward flow and the SCE (Oey 1999; Di Lorenzo 2003). In Section 1.3, the regional APG was 

modeled by equation (4) for the regression analysis because the objective was to determine 

southerly regions of anomalous remote forcing. Remote forcing is one factor that can influence 

the regional APG, but other processes such as the wind stress curl can also modify the APG. 

Here, the emphasis is on the association between the wind stress curl and the regional APG. The 

regional APG is approximated as the difference in sea level in the SCB and is taken as the SCE 

index.  

The annual cycles of the regionally-averaged wind stress curl, the alongshore curl 

difference, and the SCE index are computed over 2000 – 2021 and are displayed in Figure 1.25. 

All the annual cycles remain positive throughout the year and have a minimum in the winter. The 

annual cycles for the wind field and the SCE index peak in spring and summer, respectively. 

There is a 3 – 4 month lag between the peak in the annual cycles in the wind field and the SCE 
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index with the wind field peaking first, similar to what other studies found regarding the wind 

stress curl and poleward flow. The annual cycles of the wind field peak ~2 months earlier than 

the model results of Di Lorenzo (2003). This difference in timing of the peak may be related to 

the minimally, if at all, overlapping time periods over which the annual cycle is computed in Di 

Lorenzo (2003) versus here, and decadal variability over these different time periods may 

contribute to these differences.  

To understand whether there is a relation in the interannual variability of the wind stress 

curl and pseudo APG, the annual cycles calculated over 2000 - 2021 are removed and the 

anomalies are annually averaged over the calendar year (Figure 1.26). Over 2006 – 2021, the 

annual averages of the wind stress curl gradient anomalies and the SCE index anomalies 

generally follow the same trends. The annual averages of the curl average anomalies and the 

annual averages of the SCE index anomalies are less agreeable. The 2012 and 2013 positive 

annual averages in both of the curl timeseries and the SCE index align with the presence of 

anomalous ENPCW (Figure 1.23b). The higher annual averages in the SCE index in 2012 and 

2013 are not unique. Some years in the first decade of the timeseries in Figure 1.26 also contain 

Figure 1.25: Annual cycles of the alongshore curl difference, 
the regional curl average, and the SCE index calculated over 
2000 - 2021. 
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higher annual averages, e.g., 2001 and 2005. The behavior in the annual averages for these years 

differs from the behavior in the curl annual averages. Generally, the variability in the annual 

averages from 2006 onward suggests that there may be some relation between the wind stress 

curl and the SCE index, i.e., the APG, and such long-term variability in the wind stress curl may 

be linked to the PDO as Davis and Di Lorenzo (2015) demonstrated that they were not 

independent of each other.  

As exemplified by equation (4) in Section 1.3, other processes such as remote forcing can 

influence the APG aside from the wind stress curl and these can modify the low frequency 

variability in the APG. Examples include El Niño, marine heatwaves, and the alongshore 

inhomogeneity in the alongshore wind stress. These processes can alter the APG, overpower the 

curl-driven forcing, and cause discrepancies between the wind stress curl and the APG. 

However, Figure 1.26 suggests that like the other aforementioned processes, the wind stress curl 

can modify the APG. Given this relationship between the wind stress curl and the SCE index and 

placing it in context of the agreeability between the SCE index and the water mass anomalies, 

Figure 1.26: Annual averages over the anomalies of the wind stress curl gradient, the regionally 
averaged wind stress curl, and the SCE index. Anomalies are based on removing the annual cycle. 
Annual averages are computed over the calendar year. 
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these results suggest that the wind stress curl over southern California is one factor influencing 

source waters over the region.   

1.4.5 Particle Trajectories 

Particle trajectories allow for a qualitative analysis of the coastal regional flow regime to 

further explore periods of unusual water mass anomalies in Section 1.4.3. This includes during 

the 2015 - 2016 El Niño when positive PEW anomalies arrived and during 2016 - 2017 when 

positive PEW anomalies persisted despite evidence of the seasonal resurgence of the SCE. 

Trajectories are useful to help explain anomalous poleward flow and the impact of the flow 

anomalies on regional water mass anomalies, e.g., as in the 2015 - 2016 El Niño, and to provide 

an explanation for the maintained positive PEW anomalies in 2016 and 2017. During the El 

Niño, particle trajectories are computed at three locations:  off San Diego, Punta San Carlos, and 

south of the tip of Punta Eugenia (Figure 1.27). Particle trajectories start at the locations in 

Figure 1.27 designated by a white circle with a cross and the horizontal velocities are integrated 

backwards. We will show that there are time periods in the second half of 2015 when trajectories 

can be connected across the three sites implying continuous poleward flow along the Baja 

peninsula that coincides with the transition in water mass composition in Figure 1.23b.  

1.4.5.1 2015 

Trajectories off San Diego show multiple branches of onshore movement between 28°N 

and 32°N as part of the SCE recirculation (Figure 1.27). However, one group of particle 

trajectories follow a path that is more strictly in the alongshore direction (Figure 1.27a). These 
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trajectories began in September and originated off Punta Eugenia, i.e., ~470 km south of San 

Figure 1.27: 2015 backwards integrated particle trajectories that end 
off of (a) San Diego, (b) Punta San Carlos, and (c) Punta Eugenia. 
Particle trajectories run for 45 days between August and December, and 
the ending location is marked as a circle with a cross.  

(a) 

(b) 

(c) 

San Diego 

Punta San Carlos 

Punta Eugenia 

Punta Eugenia 

Punta Eugenia 

Magdalena 
Bay 
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Diego. A few other trajectories come from ~28.5°N, i.e., just north of Punta Eugenia. Since 

many of the trajectories flow by Punta San Carlos, this justifies running particle trajectories that 

end at this site (Figure 1.27b).  

Along central Baja California, there are numerous meanders and eddy-like behavior in 

many of the trajectories. Despite the mesoscale noise, there are several trajectories, e.g., those 

beginning in August - September, that curve around Punta Eugenia and extend down to ~26°N. 

Nearly all of the trajectories beginning in August and September extend at least as far south as 

Punta Eugenia which rationalizes running a final simulation of particle trajectories ending at this 

location.  

In Figure 1.27c, particle trajectories initiate between Magdalena Bay and the tip of Baja 

California, indicating poleward alongshore flow from August through December. There is less 

meandering in trajectory paths with fairly direct flow. Based on the trajectories at the three sites 

over August and September, the results suggest continuous alongshore flow through Baja and 

southern California. Net alongshore displacement over these latitudes is more than 1100 km and 

the implied poleward advection can explain the positive PEW anomalies at this time (Figure 

1.23b).  

Particle trajectories that run northward reflect the increased strength of the poleward APG 

force (Figure 1.13). Additionally, these trajectories have a limited cross-shore influence implying 

that upwelling favorable winds are not significant. Typically upwelling-favorable wind stresses 

push net offshore Ekman transport, which would cause backward integrated particle trajectories 

to emanate from the coastline. However, positive Baja California wind stress velocity anomalies 

persist through most of the calendar year reducing the offshore Ekman transport (Figure 1.13a). 
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The positive wind anomalies assist in keeping particle trajectories near the coast and facilitate 

poleward displacement.  

1.4.5.2 2016 - 2017 

Particle trajectories are also useful for determining the cause of the positive PEW 

anomalies in 2016 and 2017 (Figure 1.23b). They can help distinguish between (1) continuous 

alongshore advection from Baja California or (2) re-entry via the SCE. The trajectories for 2016 

and 2017 are displayed in Figure 1.28. In 2016 many of the trajectories illustrate meanderings in 

the flow field but in general there appears to be advection onshore, from the north, or 

(a) 

(b) 

San Diego 

San Diego 

Figure 1.28: Particle trajectories that end off of San 
Diego and run between May and December in (a) 
2016 and (b) 2017.  
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recirculating within the bight for most of the year. The lack of alongshore advection off Baja 

California in 2016 does not support continued alongshore flow that maintains the positive PEW 

anomalies in Figures 1.20b and 1.23b.  

In 2017, trajectories are mostly moving onshore or from the north. Presumably the 

trajectories that come onshore stem from the CC. Like in 2016, in 2017 the trajectories indicate 

the SCE to be the mechanism for continued positive PEW anomalies as there is a lack of 

evidence of advection from the south. In summary, the positive PEW anomalies persisting in the 

SCB after the 2015 - 2016 El Niño are predominately due to the recirculation of PEW waters in 

the SCE that were originally advected in to the region from the south in 2015 during the El Niño.  

1.4.5.3 2019 - 2020 

Particle trajectories were also analyzed for the second half of 2019 and 2020 but limited 

evidence exists to show alongshore advection from the trajectory paths (not shown). Particle 

trajectories were run over this time period, but the results were inconclusive. Off the US-Mexico 

border, most of these trajectories ran in to the coastline, and further south near Punta San Carlos 

only trajectories beginning in November and December came from the south covering a distance 

of ~220 km (not shown). In 2020, at both of these sites most of the trajectories originate from the 

north or show recirculation patterns (not shown). Thus, this method does not provide evidence of 

poleward flows in fall of 2019 and 2020 covering large alongshore distances. 

1.5 Conclusion 

The 2014 North Pacific marine heatwave was the largest heatwave off the US west coast 

ever recorded and was followed by the 2015 - 2016 El Niño which maintained the anomalously 

warm conditions (Di Lorenzo and Mantua 2016). Record-high SSTa were set off southern and 

Baja California exceeding 6°C, and anomalously warm conditions continued during the marine 
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heatwaves of 2018 - 2021 (Di Lorenzo and Mantua 2016; Gentemann et al. 2017; Amaya et al. 

2020; Barkhordarian et al. 2022). Many of the published studies on the 2014 marine heatwave 

and 2015 - 2016 El Niño focused on the anomalous heating, with less attention given to changes 

in the velocity field. The measurements of the coastal currents presented here are among the few 

in-situ observations made of the flow field during the time. They captured anomalous poleward 

flow that existed in multiple years between 2010 - 2020, and the years of anomalies behavior 

were consistent at two southern California sites. The moorings provide long timeseries of 

continuous information about the alongshore flow and the water mass properties, further 

characterizing the impact, timing, and evolution of these basin-wide climate events in southern 

California.  

Beginning in 2012, the regression analysis revealed poleward flow anomalies were 

initiated by weakened upwelling-favorable winds that were reinforced by low latitude remote 

forcing. Throughout the rest of the year, and in 2013, positive flow anomalies were supported by 

positive anomalies in the wind stress off Baja California and moderate low latitude forcing 

(Figure 1.13). Fall and winter positive wind stress velocity anomalies over these years, in 

2014/2015, and again in 2017 (Figure 1.13) may be associated with the atmospheric ridge in the 

North Pacific responsible for triggering the 2014 marine heatwave (Wang et al. 2014; Bond et al. 

2015; Di Lorenzo and Mantua 2016; Swain et al. 2017). Summertime positive wind stress 

velocity anomalies from 2013 - 2015 and 2017 (Figure 1.13) initiated many of the fall/winter 

wind stress velocity anomaly peaks and may be related to a weakened North Pacific High 

(Amaya et al. 2020). The poleward flow anomalies in 2012 and 2013 were contemporaneous 

with larger amounts of PSUW and ENPCW (Figure 1.23b). These water mass anomalies 

coincided with larger annual averages in the SCE index (Figure 1.23a). This suggested a 
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stronger, more coherent SCE responsible for moving waters onshore and advecting them 

northward. We proposed that the seasonal spin up of the SCE brought more PSUW and/or 

ENPCW into the SCB, and the interannual variability of the SCE is partly attributed to low-

frequency variability in the wind stress curl (Figure 1.26). Wind stress curl forcing in and of 

itself or in relation to spatial gradients in the curl may cause spatial pressure gradients that drive 

horizontal advection in support of cyclonic recirculation, and these modulations in the wind field 

may be connected to the weakened upwelling favorable winds at the coast (Figure 1.13) and 

weakening of the summertime North Pacific high-pressure system or PDO (Oey 1999; Davis and 

Di Lorenzo 2015; Amaya et al. 2020).   

In 2014 and 2015 poleward flow anomalies were driven by both the wind stress and the 

gyre-scale APG (Figure 1.13). Equatorial forcing from a falsely projected El Niño in 2014 

briefly succeeded as the primary variable in facilitating poleward flow anomalies. This remote 

forcing returned even stronger in 2015 when multiple equatorial Kelvin waves propagated 

poleward as CTWs (Figures 1.14 and 1.15c). Moorings and tide gauges captured the influence of 

equatorial forcing in the acceleration of the alongshore flow and raised sea levels (Figure 1.16). 

The change in the source water regime to a greater proportion of PEW waters began in fall 2015 

and was observed at 35 and 90 m depth (Figures 1.20b and 1.23b). Particle trajectories illustrate 

the long distances over which poleward advection occurred extending along Baja and southern 

California (Figure 1.27). Poleward flow likely continued up through Canada as implied by 

coastal raised sea levels (Figure 1.15c). Wind stress velocity anomalies led and assisted in 

causing positive flow anomalies until the end of 2015 when they flipped to become unusually 

strong out of the north (Figure 1.13). Both the gyre-scale APG and the wind stress velocity 

anomalies aided in creating poleward flow anomalies, with the former driving alongshore 
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advection and the latter minimizing offshore movement of waters in the Ekman layer (Figures 

1.13 and 1.27). At the coast 𝑓𝑢 is considered to be less significant in the alongshore momentum 

balance, but offshore the strengthened APG force may also contribute to retaining waters close to 

the coast by enforcing onshore geostrophic flow. The rapid reversal of wind stress velocity 

anomalies at the end of 2015 switched from facilitating poleward flow anomalies to acting 

against it and the El Niño (Figure 1.13). Ultimately, this contributed to the shutdown of El Niño 

in California (Frischknecht et al. 2017).  

The sustained presence of PEW waters at DM from the El Niño at the end of 2015 

through 2017 seem to be due to the SCE recirculating this water mass. The inshore poleward 

flow set up in these years in southern California was part of the eastern limb of the SCE. This 

was deduced by the negative remote forcing velocity anomalies (Figure 1.13), positive SCE 

index contemporaneous with ADCP measured poleward flow (Figure 1.23a), and particle 

trajectories (Figure 1.27). In the two years after the El Niño, dominant forcing reverted back to 

the wind field while anomalous southerly waters persisted in the region (Figures 1.13 and 1.23b).  

In 2018 water mass anomalies transitioned to a new regime where positive ENPCW 

anomalies were compensated for by negative PEW and PSUW anomalies (Figure 1.23b). This 

unique behavior indicated a change in CC source water ratios. A large patch of anomalously 

salty water in the central Pacific moved eastward towards the CCS (Ren and Rudnick 2021). 

This mass advected into the CC and circulated onshore near the DM mooring, exemplifying the 

large distance traversed by these waters, i.e., mid-gyre to within 3 km of the coastline, and 

emphasizing the importance of cross-shore exchange between open ocean and coastal processes. 

These more oligotrophic waters can influence the coastal ecosystem by supplementing the source 

waters available for upwelling.  
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Throughout 2019 - 2021, marine heatwaves transpired in the North Pacific and poleward 

flow anomalies were episodic in nature. Poleward flow anomalies in these years were influenced 

by the positive wind stress velocity anomalies in addition to the gyre-scale APG forcing in the 

winters of 2018/2019 and 2019/2020 (Figure 1.13). The positive PEW anomalies in 2019 and 

2020 exceeded those in 2015 at DM 35 m depth (Figure 1.23b). The positive PEW anomalies in 

fall 2019 appear to be related to equatorial forcing (Figures 1.13 and 1.14), while the fall 2020 

PEW anomalies may be associated with the alongshore inhomogeneity in the alongshore wind 

field (Figure 1.24). The resultant change in source waters in these years due to large-scale 

climate phenomena can influence upwelling by changing the biogeochemical properties and can 

modify the nutrient contents available for uptake during upwelling processes.  

Aside from source water variability of upwelled waters, another potential impact on the 

upwelling process is poleward flow. Briefly touched upon above, the APG force that can push 

water poleward also drives cross-shore geostrophic transport. In southern California the APG 

force is primarily poleward throughout the year which gives rise to onshore geostrophic flow 

(Hickey and Pola 1983). In the upper ocean during the upwelling season, onshore geostrophic 

flow reduces the amount of vertical transport at the bottom of the Ekman layer required by a 

mass balance (Colas et al. 2008; Marchesiello and Estrade 2010; Jacox et al. 2014). The pressure 

gradients that influence the flow field and upwelling circulation are largely barotropic in the 

SCCS and are set up by sea level differences such as by alongshore inhomogeneity in the wind 

field, CTWs, and remote forcing from low latitude dynamics. This highlights the importance of 

the APG in both the alongshore flow and in the upwelling system. The latter of these is an 

objective of Chapter 2 in which an upwelling index is derived for southern California and the 

role of the APG on upwelling is discussed further in the next chapter.  
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As part of an eastern boundary upwelling system, the biologically productive waters in 

the SCCS shape and support the ecosystem structure and the dynamics contributing significantly 

to California’s fisheries and shellfish industries. Thus, there are socioeconomic motives for 

needing to understand the variability and changes in this environment. During the prolonged 

heating in 2014 - 2016, warm anomalies were associated with wide-spread ecosystem impacts. 

Zooplankton invertebrates like the pelagic red crab and krill, native to Baja California, were 

found as far north as Monterey Bay and near the California-Oregon border, respectively 

(McDermott 2015; Ohman et al. 2017). Another invertebrate, the market squid, is mostly caught 

in southern California, but during this time there was a latitudinal change with increased landings 

in Monterey Bay (Urton, 2014; Leising et al. 2015). Enhanced poleward flow and source water 

anomalies were contemporaneous with the presence of tropical and subtropical species at higher 

latitudes along the US west coast.  

The approach presented here for calculating the composition of source waters is 

advantageous because it requires a small set of in-situ measurements, relying only on density and 

oxygen. Its practicality can lend itself useful for being applied in other regions where such 

measurements exist. One consequence of climate change is increased frequency of intense El 

Niños, and recent reports show that long-term trends in source water mass properties include 

decreased dissolved oxygen in the CCS (Meinvielle and Johnson 2013; Bograd et al. 2015; 

Wang et al. 2019). This raises a concern that equatorial waters may intensify and increase in the 

CCS or that prolonged periods of hypoxia and ocean acidification in the coastal environment will 

be more common. Long-term monitoring of such changes in the coastal ocean is critical for 

understanding the variability in pH and dissolved oxygen, and the consequences this 

conditioning has on the ecosystem health as well as the financial impact on the fisheries industry. 
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1.7 Appendix A:  Verification of Water Mass Analysis Solutions  

The results from the method used to determine the water mass composition are examined 

in multiple ways to check that the results are consistent with the observations and that the solver 

derived solutions are the solutions that minimize the water mass property deviations from the 

mean. These tests use the observations and estimated water mass composition at DM 35 m depth. 

First, the water mass property anomalies, i.e., where the isopycnal mean is removed, are 

examined from the observations and the reproduced water mass properties. Then, the solutions 

from the inverse method are compared to manually derived solutions. Last, the sensitivity of the 

Figure 1.29: DM 35 m observed and predicted residuals for (a) temperature, (b) salinity, and (c) 
oxygen. The residuals are based on removing the mean isopycnal water property. 

(a) 

(b) 

(c) 
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method is assessed by perturbing the temperature and comparing the perturbed temperature 

results to the non-perturbed results. 

1.7.1 Water Property Residuals 

The water mass composition is tested to see if it can reproduce the observed fluctuations 

in temperature, salinity, and oxygen. In this assessment, the mean temperature, salinity, and 

oxygen on an isopycnal are removed and the time series of the observed and predicted water 

mass property residuals are shown in Figure 1.29. These time series of the observed and 

predicted residuals are nearly indistinguishable from each other. This demonstrates the ability of 

this method to replicate the variability in the in-situ water mass property measurements.  

Table 1.4: Comparison of predicted and observed water mass properties on September 21, 2012 at DM 
35 m depth given various water mass compositions and the required fluctuations needed to match the in-
situ measurements. Density on this day is 1025 kg/m3. Abbreviations T, S, and O denote temperature, 
salinity, and oxygen, respectively, and primes signify fluctuations of the specified water mass property. 
 (1) Water 

Mass Results 
(2) Water 
Mass 
Results w/ 
Fluct. 

(3) Isopycnal 
Mean Comp. 
 

(4) Isopycnal 
Mean Comp. 
w/ Fluct. 

(5) Small 
ENPCW % 

(6) Small 
ENPCW % 
w/ Fluct. 

PSUW/ 
PEW/ 
ENPCW % 

65/0/35 65/0/35 59/41/0 59/41/0 59/26/15 59/26/15 

PSUW/ 
PEW/ 
ENPCW T’ 

0/0/0 0.55/0/0.31 0/0/0 0.05/0.05/0 0/0/0 0.03/0.03/ 
0.02 

PSUW/ 
PEW/ 
ENPCW S’ 

0/0/0 -0.06/0/ 
-0.03 0/0/0 -0.12/-0.12/0 0/0/0 

-0.15/ 
-0.15/ 
-0.15 

PSUW/ 
PEW/ 
ENPCW O’ 

0/0/0 2.75/0/0.35 0/0/0 45/45/0 0/0/0 35/35/2 

Predicted/ 
Observed T 14.19/14.65 14.65/14.65 14.60/14.65 14.65/14.65 14.62/14.65 14.65/ 

14.65 
Predicted/ 
Observed S 33.63/33.57 33.57/33.57 33.69/33.57 33.57/33.57 33.72/33.57 33.57/ 

33.57 
Predicted/ 
Observed O 

263.60/ 
265.49 

265.49/ 
265.49 

220.69/ 
265.49 

265.69/ 
265.49 

235.30/ 
265.49 

268.05/ 
265.49 
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1.7.2 Manual Checks 

Since the composition is largely made up of PSUW and PEW, it is unusual for ENPCW 

to be present. ENPCW appears more often at the shallower DM sensor than at the deeper DM 

sensor (Figure 1.18c) and is present on isopycnals that agree with the density space of this water 

mass that was found by Hautala and Roemmich (1998). The appearance of ENPCW in the water 

mass analysis occurs in summer – fall 2012, summer – fall 2013, 2018, and 2021 (Figure 1.18c). 

To assess the robustness of the water mass results in these unusual periods, observed 

temperature, salinity, and oxygen values are selected at DM 35 m depth for one day during the 

summer – fall 2012 period and compared against predicted temperature, salinity, and oxygen 

from multiple possible water mass fractional compositions.  

Table 1.4 demonstrates that the fractional composition of the regional water masses 

resulting from the water mass analysis best explains the observed water mass properties. Even 

without permitting fluctuations in the mean temperature, salinity, and oxygen for each regional 

water mass, the predicted water mass properties are quite similar to the observed values (Table 

1.4). For comparison, a more typical water mass composition is tested that uses the mean 

isopycnal composition. The predicted water mass properties using this composition are shown in 

Table 1.4 as well as the property fluctuations needed to make the predicted water mass properties 

match the observations. This more typical composition cannot reproduce the observations 

without requiring significantly large oxygen fluctuations that are on the outer range of the WOD 

measured properties in Figure 1.5. In order to predict oxygen that agrees with the in-situ 

measured oxygen, a substantial amount of ENPCW is required. For example, another test is 

shown in Table 1.4 where ENPCW contributes mildly to the composition and sizable oxygen 

fluctuations are still required for the PSUW and PEW water masses. Thus, during periods of 
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higher salinity and oxygen values, the in-situ water mass properties are best reproduced when 

ENPCW contributes to the fractional composition of water masses. 

In contrast, the water mass composition is also tested on days when ENPCW is excluded 

to verify that this composition is the one that minimizes the water property fluctuations. Table 

1.5 takes a day when there is estimated to be no contribution from ENPCW and the water 

property fluctuations required to match the observations are minimal. In comparison, if there was 

even some small amount of ENPCW, the water property fluctuations needed to match the 

observations are larger such that the value from equation (19) is bigger. While these fluctuations 

are within those shown by the WOD data in Figure 1.5, compositions similar to this one, i.e., 

where there is a small amount of ENPCW, do not minimize the value in equation (19), and as 

such the method excludes ENPCW as part of the composition.  

Table 1.5: Comparison of predicted and observed water mass properties on January 7, 2010 at 
DM 35 m depth given various water mass compositions and the required fluctuations needed 
to match the in-situ measurements. Density on this day is 1025 kg/m3. Abbreviations T, S, and 
O denote temperature, salinity, and oxygen, respectively, and primes signify fluctuations of the 
specified water mass property. 
 (1) Water 

Mass Results 
(2) Water Mass 
Results with 
Fluctuations 

(3) Small 
ENPCW % 

(4) Small 
ENPCW % with 
Fluctuations 

PSUW/ PEW/ 
ENPCW % 

60/40/0 60/40/0 62/33/5 62/33/5 

PSUW/ PEW/ 
ENPCW T’ 

0/0/0 -0.07/-0.06/0 0/0/0 -0.01/0/0 

PSUW/ PEW/ 
ENPCW S’ 

0/0/0 0/0/0 0/0/0 -0.14/-0.14/-0.14 

PSUW/ PEW/ 
ENPCW O’ 

0/0/0 -0.98/-7.91/0 0/0/0 -12/-13/-12 

Predicted/ 
Observed T 

14.54/14.47 14.47/14.47 14.48/14.47 14.47/14.47 

Predicted/Observed 
S 

33.49/33.49 33.49/33.49 33.63/33.49 33.49/33.49 

Predicted/Observed 
O 

222.11/218.20 218.40/218.20 230.65/218.20 218.32/218.20 
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1.7.3 Temperature Perturbation 

The water mass analysis assumes that the water mass properties are conservative which 

requires measurements to be below the surface mixed layer. In the mixed layer, temperature may 

no longer be conservative due to diurnal solar heating, so performing a water mass analysis is 

inappropriate. To assess how frequently the mixed layer depth (MLD) reaches 35 m depth, i.e., 

the shallower sensor at DM, first the MLD is estimated based on a density difference of 0.125 

kg/m3 from density at 10 m depth at DM. This is approximately the depth of the shallowest 

sensor on the mooring, and the value for density difference was selected according to Levitus 

(1982). For the purpose of estimating the larger values of MLD, this method is suitable for 

understanding how conservative temperature is at 35 m depth. Most of the time the MLD is 

shallower than 30 m and rarely does the MLD exceed 35 m (Figure 1.30). The periods when 

MLD is 35 m or deeper occur in 2009 and 2010; thus when analyzing the water mass 

composition in years of anomalous poleward flow, i.e., 2012 - 2015, 2018, and 2019 – 2021, the 

results are not influenced by a non-conservative temperature.  

Figure 1.30: MLD at DM estimated by a density difference of 0.125 kg/m3 from density at 10 m 
using mooring data.  
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Furthermore, the impact of surface heating on influencing temperatures at 35 m depth can 

be assessed. To demonstrate this sensitivity, the temperature is perturbed by 1.5°C and the water 

mass composition is re-solved. Figures 1.31a and 1.31b depict the contribution from each source 

water mass from the unperturbed temperature and when 1.5°C is added to the in-situ 

temperature, respectively. Comparing these results shows that there are small differences in the 

overall magnitudes of PSUW and PEW. In the perturbed solution there is less separation 

between the record-long means of PSUW and PEW, indicating a closer balance of mean PSUW 

and PEW percentage on an isopycnal. Yet, the variability and changes in years of poleward flow 

anomalies remains persistent. This is encouraging and indicates the robustness of the 

interpretations of the solutions from the water mass analysis.   

(a) 

(b) 

Figure 1.31: Water mass composition from the source water mass analysis at (a) DM 35 m and (b) 
DM 35 m depth when the in-situ temperature measurement is increased by 1.5°C. 
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CHAPTER 2 
 

 Southern California Control Volume Transport Estimates 
 
 

Abstract  

Eastern boundary upwelling systems (EBUS) are ecologically and economically productive 

regions found along the world’s major ocean basins. This chapter quantifies upwelling in 

southern California using a volume budget. Simplifications in the geostrophic component of the 

volume budget lead to developing an upwelling index for southern California. The newly 

developed upwelling index relies on geostrophic calculations using coastal sea level variability. 

The upwelling index presented here requires minimal observational platforms and is relatively 

simple to apply in other EBUS regions, provided coastal sea level measurements and reasonably 

accurate wind data are available. In the annual cycle, there is year-round upwelling that is 

strongest in spring, generally geostrophic convergence into the box, and Ekman divergence out 

of the box. Interannual variability of the new upwelling index reveals there is persistently less 

upward vertical transport during the 2014 marine heatwave and the 2015 - 2016 El Niño due to 

weaker upwelling favorable winds. In fall – winter 2015, greater onshore geostrophic transport 

driven by remote forcing weakens the upward volume flux. However, a transition in the wind 

field to upwelling favorable conditions exceeds the geostrophic anomalies and causes anomalous 

upwelling. On synoptic timescales, upwelling amplitudes are about 0.26 Sv on average and 

upwelling typically lasts for about 8 days. At all timescales of interest, the Ekman divergence 

and geostrophic convergence are important processes driving and altering the vertical transport. 

The volume transport calculations are also applied to a heat budget. The heat budget reveals 

regional warming during the 2014 marine heatwave and the 2015 – 2016 El Niño. Onshore heat 
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fluxes and atmospheric heat fluxes contribute to the anomalous warming in 2014, while heat 

advected from the south support the increased temperatures in southern California during the 

2015 – 2016 El Niño. 

2.1 Introduction 

Eastern boundary upwelling systems (EBUS) are highly productive ecosystems with 

large economic value and significant societal interest. These biologically and financially 

productive regions are adjacent to coastlines, which increases their societal value due to the 

myriad of influences they have on coastal communities, e.g., weather, recreational usage in the 

coastal ocean, ocean acidification, harmful algal blooms, cross-shore exchange of nutrients, etc. 

In California, the ocean-based economy is valued at $45 billion annually (ERG 2016). As one of 

the world’s major EBUS, California’s fish and shellfish industries are dependent on the coastal 

ocean which is where upwelling occurs.  

Quantifying upwelling proves challenging considering that the vertical velocities are too 

weak to record in direct current measurements. Given the difficulty of measuring upwelling 

directly, several studies have analyzed upwelling using wind estimates and Ekman theory 

(Bakun 1973; Pickett and Paduan 2003; Bograd et al. 2009). Wind stress from atmospheric 

models have been used to evaluate upwelling and generate upwelling indices (Bakun 1973; 

Schwing et al. 1996). This approach has been successful along some coastlines, however, coastal 

mountains, the strong bend in coastline at Point Conception, and a complex island system have 

hindered approximations of upwelling off southern California (Bakun 1973). For upwelling 

estimates, a wind product must account for these features in southern California.  

EBUS share similar features like equatorward winds driving equatorward surface flows, 

poleward undercurrents, offshore Ekman and vertical transport, positive wind stress curl in a 
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coastal band, and steep continental shelves. In the California EBUS, the California Current (CC) 

is the broad, meandering equatorward flow near the surface and at depth is the poleward 

subsurface California Undercurrent (CU). In the California Current System (CCS), equatorward 

winds cause offshore Ekman transport in a surface layer that is approximately 50 m thick 

(Chereskin 1995). In the most simplified view, the overturning upwelling cell comprises offshore 

Ekman transport balanced by onshore geostrophic transport and vertical upwelling. In southern 

California the upwelling season is in spring-summer when the equatorward winds intensify and 

drive coastal upwelling in two ways.  

Equatorward winds along the coast drive upwelling by moving water in the Ekman layer 

offshore, which is replaced by upwelled waters from below, referred to as coastal divergence. 

Additionally, decreases in equatorward winds near the coast create a positive wind stress curl. 

This curl causes a horizontal divergence in offshore Ekman flow with greater offshore transport 

under stronger alongshore winds and weaker offshore transport inshore where the winds are 

sheared. To maintain a mass balance, the divergence due to the wind shear forces water upwards, 

known as Ekman suction or curl-driven upwelling. Both upwelling mechanisms raise isopycnals, 

shoal the nutricline, and increase chlorophyll concentrations (Chelton 1982; Di Lorenzo 2003; 

Rykaczewski and Checkley 2008). The first upwelling mechanism takes place within O(10) km 

of the coastline while curl-driven upwelling occurs over O(10-100) km. The vertical velocities 

from these upwelling processes are O(1-10) m/day with faster rates inshore due to both 

mechanisms and slower velocities offshore from curl-driven upwelling (Münchow 2000; Pickett 

and Paduan 2003; Dever et al. 2006).  

One widely-used estimate of upwelling is the coastal upwelling index, otherwise known 

as the Bakun index, produced by National Oceanic Atmospheric Association (NOAA) 
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Environmental Research Division (ERD). The Bakun index has been a valuable resource tool for 

coastal oceanographic research and fisheries studies in EBUS for the last approximately 60 

years. It uses sea level pressure (SLP) from modeled atmospheric pressure fields to compute the 

geostrophic wind velocities and makes an adjustment to the wind for frictional effects prior to 

calculating wind stress. The alongshore component of the wind stress then goes into calculating 

the offshore Ekman transport (Bakun 1973; Schwing et al. 1996). For interannual variability 

dating back to the late 1960s and broad spatial coverage, the index is effective in describing 

changes in upwelling and oceanic conditions (Schwing et al. 2006; Bograd et al. 2009).  

However, there are three major shortcomings to the Bakun index. First, data are produced 

every 3° latitude, and the coarse resolution of the index does not include local atmospheric, 

topographic, and oceanic effects on upwelling (Halliwell and Allen 1987; Dorman and Winant 

2000). For instance, coastal mountains in southern California cause a discontinuity in the 

atmospheric pressure field used in the Bakun index and therefore overestimate the atmospheric 

pressure gradient and thus the geostrophic winds (Bakun 1973). Beginning in the late 20th 

century, the spatial resolution in the atmospheric model increased to 1°, but there is still a 

concern about the coarseness of such spatial scales. Second, since the index includes only the 

alongshore and not the cross-shore wind stress, it does not fully account for upwelling from the 

wind stress curl since it does not incorporate alongshore gradients in the cross-shore wind stress, 

𝜕𝜏x
𝜕𝑦� . Third, previous studies suggest that the geostrophic cross-shore flow may enhance or 

reduce the strength of upwelling based on the direction of the alongshore pressure gradient 

(APG; Colas et al. 2008; Davis 2010; Marchesiello and Estrade 2010; Jacox et al. 2018). Reid 

and Mantyla (1976) and Hickey and Pola (1983) found a positive poleward pressure gradient 

force for southern and central California during most months of the year. The onshore 
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geostrophic flow driven by a consistent poleward APG force may reduce the upwelling strength 

in southern California, which would not be reflected in the Bakun index. These shortcomings 

contribute significantly to the uncertainty in the accuracy of the Bakun index for southern 

California, supporting the need for deriving an upwelling index that is more representative of the 

region. 

More recent attention on the third shortcoming of the Bakun index, the cross-shore 

geostrophic flow, has emphasized its importance in modifying the strength and variability of 

vertical transport. The importance of this mechanism has been addressed in more recent 

upwelling indices like the Coastal Upwelling Transport Index (CUTI) as well as in other 

upwelling studies (Davis 2010; Marchesiello and Estrade 2010; Jacox et al. 2018). The cross-

shore geostrophic flow responds to the APG, with the sign of the cross-shore geostrophic flow 

dictated by the direction of the APG. A poleward APG force acts in opposition to offshore 

Ekman flow thereby reducing vertical transport or leading to downwelling, while an equatorward 

APG force supports vertical transport by increasing offshore transport.  

The predominantly poleward APG force in southern California has a mean and seasonal 

cycle characterized by net onshore geostrophic flow in the upper 500 m that is surface intensified 

(Roemmich 1989; Bograd et al. 2001). Assuming there is no vertical flow at 500 m, previous 

studies have found that for a defined region in southern California that is bounded by the coast 

on one side, the Ekman transport that diverges out of the region is balanced by geostrophic 

transport that converges into the region. (Roemmich 1989; Bograd et al. 2001). Over these 

depths a mass balance does not require information on vertical upwelling velocities as the 

vertical extent of the upwelling cell does not generally reach this deep (Chhak and Di Lorenzo 

2007).  
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For a mass budget calculated over a shallower region, e.g., the upper 50 m, the residual 

between the horizontal geostrophic convergence and Ekman divergence is the amount of water 

upwelled across 50 m. In this volume budget, knowledge of the horizontal geostrophic and 

Ekman flows gives insight into the vertical transport without direct measurement of the vertical 

velocity. Therefore, in this chapter a volume budget will be constructed over the upper 50 m for 

a control volume in southern California from the geostrophic and Ekman flow components. It 

will be shown that the geostrophic flow component in the volume budget can be reduced to using 

just sea level gradients from tide gauges along the coast to create a new upwelling index. The 

uncertainty in this new upwelling index is discussed in Appendix B. This new upwelling index 

will be assessed against other regional upwelling estimates and the new upwelling index will be 

investigated over multiple timescales including the annual cycle, interannual variability, and 

subseasonal upwelling. The last objective of this chapter is to approximate a heat budget over 

southern California. Anomalous advection during the 2014 marine heatwave and the 2015 - 2016 

El Niño, as discussed in Chapter 1, motivate investigating how changes in advection impacted 

the advective heat fluxes over the control volume. The heat budget will use the transport from 

the volume budget to investigate changes in the advective heat flux terms during the years of 

large-scale climate phenomenon. 

Section 2.2 describes the geographical region and lateral boundaries for the mass balance, 

introduces the data sets used in this chapter, and reviews the control box volume and heat budget 

calculations including the derivation of the new upwelling index. Section 2.3 compares the new 

upwelling index to other previously reported findings. Section 2.4 presents the results of the new 

upwelling index over several timescales of interest including the annual cycle, interannual 
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variability, and synoptic upwelling events. Section 2.5 inspects the southern California heat 

budget during the years of large-scale climate phenomena and Section 2.6 is the conclusion.  

2.2 Data and Methods 

This section introduces the control volume, describes the data sets used in this chapter, 

and reviews the volume and heat budget equations. It also presents the methods for 

approximating the terms in the budget equations and the simplifications that lead to constructing 

a new upwelling index. The last part of Section 2.2 addresses how synoptic upwelling events are 

detected, and the detected events will be examined as part of the upwelling analysis in Section 

2.4.  

Figure 2.1: Southern California region of study. Moorings and gliders are denoted by yellow 
triangles, coastal tide gauges are represented by red circles, and NDBC buoys used in the study 
are indicated by purple squares. The magenta box denotes the area over which the volume 
budget is calculated.  
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2.2.1 Geographical Boundaries of Volume Budget  

The southern California volume budget is executed over a defined region spanning the 

California coastline between Del Mar and Point Conception (Figure 2.1). This box extends over 

the upper 50 m of the ocean and is bounded by land on the east side. On the southern side, 

moorings CORC3 and DM mark the southwest and southeast corners of the box, respectively. 

DM is very close to the coast, about 3 km off of Del Mar. The west side follows the 

approximately 850 m depth bottom contour that extends from the CORC3 mooring to the 

northwest corner marked by the CCE2 mooring, and the north side is the segment between the 

CCE2 mooring and the northeast corner of the box, which is approximately 10 km off of the 

coast at Point Conception. With land constraining the east side of the box, no flow is permitted 

through this segment so horizontal transport is only measured for the other three sides.  

The vertical extent of the control volume is the upper 50 m. This was chosen because 50 

m is an estimated Ekman layer thickness in the CCS (Chereskin 1995) and regional model results 

show that in the time-mean, the offshore Ekman flow is within the upper 50 m (Zaba et al. 2020). 

Zaba et al. (2020) performed a volume budget over the upper 50 m, so for comparability this is 

the vertical extent of the control volume used in this study. The offshore boundary of the control 

box is set by the mooring locations used in this study and includes the region of maximum wind 

stress curl in the SCB (Winant and Dorman 1997; Di Lorenzo 2003). The inshore boundary of 

the control volume is the coastline, so it also includes the inshore region where upwelling occurs 

from a coastal divergence. The north and south sides are determined by the existing mooring 

sites. 

One of the chapter’s objectives is to analyze the volume budget. Non-divergence will be 

invoked in the volume budget to infer the vertical transport. To approximate vertical transport 
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through the bottom of the box, simultaneous measurements of horizontal transports are required 

through the three lateral sides. The horizontal transport is discussed in greater detail in Section 

2.2.3 and the transport through the lateral sides of the box is decomposed into geostrophic and 

Ekman components. The geostrophic component is observed from multiple platforms (including 

moorings, gliders, PIES, and tide gauges), while the Ekman contribution is derived from a wind 

product. Section 2.2.2 presents these observations and the data products used for approximating 

the two components of transport, i.e., geostrophic and Ekman.  

2.2.2 Data Sets  

2.2.2.1 Geostrophic Data  

 The geostrophic transport through the box volume in Figure 2.1 is discussed further in 

Section 2.2.3 but has three separate components that are obtained from observations. These are 

the time-varying baroclinic shear, the depth-independent fluctuations, and the mean geostrophic 

transport. The observations that measure these components are presented next. 

a.) Baroclinic Data Sets 

At the southeast corner of the box (Figure 2.1), the DM mooring is anchored in 100 m of 

water and is equipped with temperature and salinity sensors that span the water column. The 

mooring was deployed in 2006 and has been maintained since. It is serviced 1 - 2 times a year, 

which requires the mooring to be completely removed and takes about one month to refurbish.  

About 175 km offshore of the DM mooring is the subsurface CORC3 mooring (Figure 

2.1), which lies in a water depth of 870 m. This mooring measures temperature and salinity 

between about 35 and 780 m depths. The mooring was first deployed in fall 2012 but failed after 

one year (Figure 2.2). In lieu of this mooring, Spray gliders performed dives at the CORC3 

location. Gliders were active between fall 2013 and fall 2016, measuring temperature, salinity, 
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and pressure, and were programmed to dive down to almost the depth of the deepest mooring 

sensor (Figure 2.2). A failed sensor on a glider in the second half of 2014 leaves a large gap in 

the salinity timeseries. Following fall 2016, the mooring was redeployed and is still in operation 

to date. The overall data availability and the various gaps are summarized in Figure 2.2.  

CCE2 is the final mooring used from this region and it is situated in 840 m water depth 

and about 27 km off of Point Conception (Figure 2.1). The mooring is equipped with 

temperature and salinity sensors in the upper 80 m. Prior to 2015, only the upper 40 m were 

sampled. Separate measurements of temperature and salinity are made at CCE2 by a Spray 

glider. The glider serves two purposes. First, it enhances the vertical coverage of temperature and 

salinity at CCE2 by sampling the upper 600 m. The station-keeping glider data are used to 

determine dynamic height at CCE2 as discussed later in Section 2.2.3. Second, it transits the 

northern edge of the box between CCE2 and the coast about once a week, so it is not always 

present at CCE2. When the glider is inshore, these measurements are grouped to create data sets 

of temperature and salinity for the northeast corner of the box, referred to as PC (Figure 2.2). 

Figure 2.2: Active observations made by moorings, gliders, and PIES at CCE2, CORC3, and DM. 
Half-shaded deployments indicate that the platform is currently deployed or that only some of the 
data were recovered. For example, the most recent glider data block in the figure for CCE2/PC 
signifies that this glider is still underway, but data are expected to be retrieved. The DM data 
extend back to 2006 but deployments before 2010 are not shown.  
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These data sets are used for constructing dynamic height at this inshore corner of the northern 

side as reviewed in Section 2.2.3 and explained in Appendix A.  

For the box region in Figure 2.1, the measurements made by the moorings and gliders on 

all sides enable calculations of the baroclinic component of the dynamic height profiles. These 

dynamic height calculations require density profiles over the water column. For some sides of 

the box, the in-situ observations do not measure temperature and salinity near the surface and/or 

near the bottom. Thus, at the offshore box endpoints these portions of the density profiles must 

be approximated. The procedure for estimating the temperature and salinity in these parts of the 

water column is reviewed in Section 2.2.3 but discussed in greater detail in Appendix A. For 

these processes, additional data products are used and are introduced as follows.  

The World Ocean Atlas (WOA) 2013 provides climatological averages of vertical 

profiles of temperature and salinity. The climatological averages are computed over a period 

from 1955 - 2012. These objectively analyzed climatological fields incorporate several 

observational data sources (Locarnini et al. 2013; Zweng et al. 2013), and the climatological 

profiles aid in gridding the temperature and salinity fields at CCE2 and CORC3 as discussed in 

Appendix A. 

The World Ocean Database (WOD) 2013 of hydrographic data is also used to create full 

water column profiles of density (Boyer et al. 2013). These data are downloaded in 0.3° x 0.3° 

boxes near CCE2 and CORC3, and help extrapolate salinity information at the bottom as 

discussed in Appendix A. Data selection was made using the WODselect tool 

(https://www.nodc.noaa.gov/OC5/SELECT/dbsearch/dbsearch.html). 

At CORC3, near surface temperature and salinity must be approximated during mooring 

deployments (Figure 2.2) as the upper approximately 35 m are not sampled. To estimate 
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temperature near the surface, both sea surface temperature (SST) and mixed layer depth (MLD) 

are used. SST comes from the Group for High Resolution SST (GHRSST) product. This is a 

product by Remote Sensing Systems (REMSS) that utilizes remotely sensed SST including data 

from microwave and infrared sensors (Remote Sensing Systems 2017). This product provides 

daily global SST coverage using a 0.09° grid and data are downloaded over 2012 - 2020. 

MLD data come from the Multi Observation Global Ocean ARMOR3D product from the 

Copernicus Marine and Environment Monitoring Service (CMEMS), which uses satellite and in-

situ observations to deliver reprocessed weekly averaged mixed layer depths (Guinehut et al. 

2012; Mulet et al. 2012). The spatial resolution is 0.25° and data are downloaded from 2012 - 

2020. The weekly averaged data are linearly interpolated to a daily time step. The process for 

estimating temperature near the surface using the SST and MLD products is discussed in 

Appendix A along with the approximation of salinity near the surface. 

b.) Depth-Invariant Data Sets 
 

In addition to the baroclinic shear component of dynamic height, another component of 

dynamic height is the depth-invariant contribution. To measure the full dynamic height, the 

density-derived component of dynamic height is referenced with bottom pressure at CCE2 and at 

CORC3. At the CCE2 and CORC3 moorings, the bottom pressure measurements come from 

pressure inverted echo sounders (PIES), which are deployed for about 4 years at a time (Figure 

2.2). The PIES bottom pressure data go through a series of data processing steps including de-

spiking, de-tiding, and de-drifting the data. Lastly, a low-pass Butterworth filter is applied with a 

cutoff period of 3 days. During the PIES bottom pressure detrending procedure, the barotropic 

mean is removed and this must be accounted for in order to obtain the total dynamic height 

profiles. The process of referencing the baroclinic shear from the moorings and gliders to the 
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PIES bottom pressure fluctuations is discussed in Appendix A with an overview given in Section 

2.2.3. 

The PIES are also equipped with a temperature probe, but these temperature sensors are 

not calibrated and require some correction. This involves removing the temporal mean and 

replacing it with the WOA mean temperature at this depth. This is referred to as the adjusted 

temperature. The adjusted temperature aids in interpolating temperature from the deepest sensor 

on the moorings down to the depth of the PIES as described in Appendix A. Bottom pressure and 

temperature data are downloaded from the instrument when it is recovered, in addition to some 

of the data being telemetered throughout the deployment and thus available in near-real time. 

Telemetered data include the bottom pressure but not the temperature. The second CCE2 PIES 

deployment was not recovered, so there is only telemetered bottom pressure from this 

deployment and no temperature data. Additionally, the battery died during the second CCE2 

PIES deployment so there are no data between December 2019 – September 2020 (Figure 2.2). 

At the two inshore endpoints of the box, there are no PIES deployed so the depth-

independent dynamic height fluctuations are derived from sea level data. Daily tide gauge data at 

Port San Luis (PSL), Santa Barbara (SB), Santa Monica (SM), and San Diego (SD) from the 

University of Hawaii Sea Level Center (1993 - 2019; Caldwell et al. 2015) and NOAA’s Center 

for Operational Oceanographic Products (2020 – 2021) are used to reference the baroclinic 

component of dynamic height from the moorings and the gliders (Figure 2.1). Tide gauge data 

have the trend removed from 1993 – 2021. The detrended data are then corrected to remove 

atmospheric pressure influences on the sea level. This requires an inverse barometer correction to 

obtain the adjusted sea level. Daily surface pressure for this correction are gathered from the 

National Centers for Environmental Prediction North American Regional Reanalysis (Mesinger 
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et al. 2006). These tide gauges were selected based on their proximity to the moorings and 

reduced exposure to ocean swell. The error associated with the tide gauges and potential wave 

bias is reviewed in Appendix B. At DM, the sea level variability is taken to be the same as the 

sea level measurements by the SD tide gauge. For the northeast corner of the box, the depth-

invariant fluctuations in dynamic height are approximated by linearly interpolating the tide gauge 

sea level measurements at the coast. Coastal tide gauges north, i.e., PSL, and south, i.e., SB, of 

the northeast box endpoint are interpolated at the latitude of the endpoint. The SSH fluctuations 

at this latitude on the coast are assumed to be the same as at the northeast box endpoint.  

c.) Sea Level Mean 

Since the processed PIES and tide gauge data do not include the dynamic height mean, 

this must be included to obtain the absolute dynamic height at each endpoint of the box. The 

time-mean comes from an altimetry product of absolute dynamic topography (ADT) published 

by CMEMS. The ADT is the sum of the mean dynamic topography and the sea surface height 

anomaly (SSHa). This product is on a 0.25° grid and provides data from 1993 to 2022. The 

temporally averaged ADT from this product gives the offset needed to adjust the vertical profiles 

of dynamic height for each endpoint of the box as described in Appendix A.  

2.2.2.2 Ekman Data  

To determine the amount of Ekman transport through the lateral sides of the box, surface 

wind data are needed over the region. The Cross-Calibrated Multi-Platform (CCMPv2) product 

from REMSS provides a gridded reanalysis wind product using satellite, buoy, and ERA Interim 

model wind data at a spatial resolution of 0.25° (Mears et al. 2022). Data are available every 6 

hours, at a height of 10 m above sea level, and are extracted over 2000 – 2022. The choice for 

using this wind product is discussed in Appendix B. 
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To quantify the error in Ekman transport from the CCMPv2 product, CCMPv2 wind data 

are compared against buoy winds in Appendix B. Previous error estimates of the CCMPv2 

product have been made on hourly timescales (Wang et al. 2019), but for the objective of 

resolving vertical transport on weekly timescales, the CCMPv2 error will be estimated on weekly 

timescales. The National Data Buoy Center (NDBC) operates a network of buoys that measure 

near surface ocean winds and report average wind speed every 10 minutes. Three NDBC buoys 

in southern California are selected for comparisons, namely buoys 46054, 46025, 46086, located 

within the north, central, and southerly regions of the box, respectively (Figure 2.1). The height 

of the anemometers is about 4 m above the sea surface, so buoy winds are estimated at 10 m 

height using the power law method (Hsu et al. 1994). Wind stress is calculated (this calculation 

is presented in Section 2.2.3), daily averaged, and weekly low-pass filtered. In addition to the 

NDBC buoys, the CCE2 buoy has a suite of meteorological instruments including an 

anemometer that measures wind at 3 m height. These data are processed in a similar fashion to 

the NDBC buoys to obtain weekly low-pass filtered wind stress. 

2.2.2.3 Ancillary Data Sets  

SSH is downloaded from the CMEMS GLORYS product for examining SSHa at CCE2 

when no bottom pressure measurements were made over December 2019 – September 2020. The 

GLORYS product is an ocean reanalysis with 1/12˚ horizontal resolution and outputs daily 

averages (Lellouche et al. 2021). GLORYS SSHa are highly correlated with US west coast tide 

gauges suggesting this product is a reasonable alternative for the PIES data (Amaya et al. 2022; 

Chapter 1 Table 1.1). The GLORYS SSH data are available from 2000 - mid-2020 but this 

reanalysis is not run after mid-2020, so to extend sea level for a few more months another sea 

level product is used by CMEMS that comes from their forecasting product, the Global Ocean 
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Physics Analysis and Forecast. This product has the same spatial resolution as the GLORYS 

product and was compared to the GLORYS product and the tide gauge data in Chapter 1. As was 

done in Chapter 1, a site-dependent correction is made to account for the bias between the 

GLORYS and Forecast products. Despite the good correlation of these products to tide gauge 

data, the rms errors of the CMEMS products (Chapter 1 Section 1.2) are larger than the expected 

1 - 2 cm rms error from the PIES (Watts and Kontoyiannis 1990; Hughes et al. 2013). Altimetry 

SSH data are another option to fill in this gap, but they do not capture fluctuations at a fixed site 

on the order of days to one week. 

For the heat budget, surface heat fluxes into/out of the control volume must be estimated. 

ERA5 is a reanalysis from the European Centre for Medium-Range Weather Forecasts 

(ECMWF). It provides a record of climate variables for the atmosphere, land, and ocean. Surface 

heat flux data are downloaded from this product which includes net solar radiation, net thermal 

radiation, latent heat, and sensible heat. These data are hourly and on a 0.25° grid. Data are 

extracted over the box region in Figure 2.1, daily-averaged, and spatially-averaged over the box. 

For the heat budget, temperature will be approximated over the control volume and the 

uncertainty in the temperature approximations is determined from hydrographic data. Bottle data 

collected during California Cooperative Oceanic Fisheries Investigations (CalCOFI) cruises 

include temperature measurements in the upper 50 m. These data are collected throughout 

southern California about four times a year. CalCOFI cruises have been ongoing since 1949. 

CalCOFI cruises follow a sampling pattern that is repeated quarterly, providing a long collection 

of data at these locations. 

The upwelling index derived in Section 2.2.3 is compared to other regional estimates of 

upwelling including volume transport from a regional ocean model, the California State Estimate 
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(CASE). This assimilative model spans 27º – 40ºN and is forced at the boundaries by the Hybrid 

Coordinate Ocean Model (HYCOM). Atmospheric forcing comes from NCEP NARR, which is 

adjusted during the assimilation process. More information on the CASE model output is 

provided in Zaba et al. (2018) and Zaba et al. (2020), and a detailed validation of this model to 

observations in southern California is presented in Zaba et al. (2018). Other measures of 

upwelling used in this study are CUTI which was obtained from https://mjacox.com/upwelling-

indices/ and the Bakun index which was downloaded at 

https://coastwatch.pfeg.noaa.gov/erddap/griddap/index.html. CUTI is derived from a data 

assimilating regional ocean model that spans 30º – 48ºN and encompasses multiple reanalysis 

products. Because of this, there are multiple products used for the wind field including the 

CCMP reanalysis, the ECMWF ERA 40 and ERA Interim reanalysis, and the Coupled 

Ocean/Atmosphere Mesoscale Prediction System (COAMPS; Jacox et al. 2018). The Bakun 

index depends on geostrophic alongshore winds computed from sea level pressure from an 

atmospheric model that is outputted by the US Navy’s Fleet Numerical Meteorology and Ocean 

Center (FNMOC) and is available for latitudes between 21º – 60ºN. Appendix D explains in 

greater detail the upwelling estimates from CASE, CUTI, and the Bakun index. 

2.2.3 Control Box Volume Budget Calculations  

Vertical transport can be inferred through a volume budget analysis where the residual of 

the net horizontal transport is the vertical transport since mass must be conserved. For the box in 

southern California, the volume integral equation representing mass conservation is,  

−∫ ∫ 𝑣�
4P� 	𝑑𝑧	𝑑𝑙YL
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	+ 	∫ ∫ 𝑢�
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+	∫ ∫ 𝑣	𝑑𝑧	𝑑𝑙	�
4P�
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+	∫ 𝑤	𝑑𝑥𝑑𝑦� = 0,  (1) 

where 𝑁, 𝑊, and 𝑆 represent the north, west, and south sides of the box, respectively, and 

subscripts specify the endpoints of a box side. The box is vertically bounded by the surface and 
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50 m depth. The along-box and cross-box velocity components are 𝑣 and 𝑢 respectively, while 𝑤 

is the vertical velocity integrated over the box area, 𝐴. The along-box direction is taken to be 30° 

west of true north and the cross-box direction is 36° north of due east. These directions are 

perpendicular to the box sides. The total flow field is assumed to be the sum of the geostrophic 

and Ekman components as, 

 𝑣 = 𝑣� + 𝑣X ,    𝑢 = 𝑢� + 𝑢X.    (2)  

Subscripts 𝐺 and 𝐸 specify the velocity component due to geostrophic flow versus Ekman flow, 

respectively. Equation (1) is rewritten now as,  
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+∫ 𝑤	𝑑𝑥𝑑𝑦� = 0.        (3) 

The integrals are taken over the geostrophic and Ekman velocities separately to yield transport 

through a side due to geostrophic influences versus that from Ekman. For example, the transport 

through the north side is decomposed as,  
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�
4P�
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,  (4) 

where the overbar on the right-hand side denotes the mean geostrophic velocities. In estimating 

the geostrophic transport, i.e., the first term on the right-hand side of equation (4), the 

geostrophic velocity is averaged across a box side, multiplied by the length of the box side, 𝐿, 

and integrated over the upper 50 m. The calculations for the geostrophic and Ekman terms, like 

on the right-hand side of equation (4), are the focus in the next two sections.  

2.2.3.1 Geostrophic Transport Calculations  

The first term on the right-hand side of equation (4) is the geostrophic transport where the 

mean geostrophic velocity is defined as, 
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𝑣�(𝑝)�������� = 5
w� ∫ ∆𝐷(𝑝)𝑑𝑝�

�CDw�
,	     (5) 

where 𝑓 is the Coriolis parameter, 𝐿 is the length of the section of the box side, 𝑝CDw� is the 

reference level of pressure below the surface, and ∆𝐷 is the difference in total dynamic height at 

the box endpoints as a function of pressure, 𝑝.  

a.) Dynamic Height Calculations 

The total dynamic height profile at an endpoint has three parts:  the time-varying baroclinic 

contributions to the dynamic height, the barotropic fluctuations in dynamic height over the entire 

water column, and the temporal mean in dynamic height. The total dynamic height profile at a 

box endpoint is computed as, 

𝐷(𝑝) = ∫ 𝛿(𝑝)𝑑𝑝�
��� �

+
��� �
m

v�� �
+ 𝛼.     (6) 

Above, 𝜌 is the density of seawater and 𝛿 is the specific volume anomaly at each of the box 

endpoints as a function of pressure. Specific volume anomaly is defined as, 

𝛿 = 5
v¡,¢,�

− 5
vN£,¤,�

,      (7) 

where the second term is the density of seawater at 0°C and 35 PSU. 𝑝′ in equation (6) denotes 

the barotropic fluctuations in dynamic height, and 𝛼 is an offset such that it adjusts dynamic 

height at an endpoint to agree with the time-mean dynamic height at the surface from CMEMS 

data. The three components that make up total dynamic height profiles are estimated separately 

from different observations. The first term in equation (6) is estimated from the moorings and the 

gliders, both of which measure the vertical changes in dynamic height over depth. These 

observations determine the contribution of the along isobar gradients in density to the total 

dynamic height profiles.  
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The second term in equation (6) describes the depth independent temporal changes in 

dynamic height that is exerted over the entire water column. This is essentially the fluctuation in 

reference pressure and is obtained from the PIES (offshore) and from the coastal tide gauges 

(inshore). The PIES directly measure pressure at the bottom of the seafloor, while tide gauges 

record the variability in sea level. For the tide gauges, the second term in equation (6) is, 

𝑝CDw�a = 𝜌𝑔𝑆𝑆𝐻a,      (8) 

where 𝑔 is the gravitational constant and 𝑆𝑆𝐻a are the sea level fluctuations observed by the tide 

gauges. The PIES and the tide gauges are different referencing levels, therefore, the direction 

that equation (6) is integrated depends on the referencing instrument. If the barotropic 

fluctuations are derived from the PIES, like at CCE2 and CORC3, then the specific volume is 

integrated upward from the bottom. In contrast, if the barotropic fluctuations come from the tide 

gauges, then the integration is downward from the surface.  

The last term in equation (6) is based on the CMEMS ADT of the surface temporal mean. 

This is observed at the surface but is depth independent and is calculated as, 

𝛼 = 𝐷′(0)������� − ��� ¡��������
v�� ¡

.      (9) 

The first term on the right-hand side of equation (9) is the dynamic height at the surface based on 

the sum of the baroclinic and depth independent fluctuations from equation (6). The second term 

is the mean as represented by the CMEMS ADT data. This term is, 

𝑝CDwE������� = 𝜌𝑔𝑆𝑆𝐻������,      (10) 

where 𝑆𝑆𝐻������ is the time-averaged CMEMS ADT. The time period taken for averaging dynamic 

height in equation (9) is over April 2013 – September 2020. This is the period for which there 

are overlapping observations at the box endpoints. This section presented the dynamic height 
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calculations and the next section gives an overview of how the dynamic height profiles are 

vertically and temporally gridded. 

b.) Total Dynamic Height Profiles 

Due to temporal and spatial gaps in observations of the time-varying baroclinic 

component and barotropic fluctuations in dynamic height, each side requires careful 

consideration in gridding the dynamic height profiles in order to compute the geostrophic 

velocities across each side. The technical details of this procedure are described in Appendix A, 

with the uncertainties in these estimates reviewed in Appendix B, and an overview is given 

below. 

 

Figure 2.3 illustrates a flow chart that steps through the process of merging total dynamic 

height from the observations in order to estimate geostrophic transport. The first step is to have 

complete profiles of density in order to compute the time-varying baroclinic component. Since 

the inshore box endpoints reference dynamic height with SSH, the dynamic height profiles at 

these sites must be known for the upper 50 m for the volume budget. The offshore box endpoints 

Fill in 
Temperature & 

Salinity Data 
Gaps (Time & 

Space)

Compute 
baroclinic 

dynamic height 
component

Add depth-
invariant 

fluctuations to 
dynamic height 

Add mean 
dynamic height
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dynamic height at 
box endpoints for 

geostrophic 
velocity

Integrate 
geostrophic 
velocity for 
geostrophic 

transport

Figure 2.3: Flow chart illustrating the steps to compute geostrophic transport through the lateral box 
sides in Figure 2.1. 
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reference dynamic height with bottom pressure, so dynamic height profiles must be known over 

the whole water column.  

To demonstrate how density information is gridded in time and space at two of the box 

endpoints, a few density approximations are mentioned below along with the uncertainty 

introduced in making these estimates. For a complete explanation of merging dynamic height at 

each box endpoint, the reader is referred to Appendix A, while the associated transport errors are 

listed in Appendix B. The upwelling signal is about 0.2 Sv over the area of the box based on the 

typical variability in vertical transport in the upper ocean (Jacox et al. 2018; Zaba et al. 2020), so 

the uncertainty in vertical transport must be less than this to resolve upwelling variability. The 

absolute vertical transport error depends on the errors in the dynamic height profiles from the 

time-varying baroclinic, time-varying barotropic, and time-independent components. However, 

the time-varying vertical transport error depends only on the baroclinic and barotropic dynamic 

height fluctuations. 

The northeast box endpoint is periodically sampled by a glider. This requires temporally 

interpolating the glider measured temperature and salinity measurements to estimate these 

properties when the glider is not inshore. This approximation yields a geostrophic transport 

uncertainty of 0.03 Sv. Dynamic height is computed from the density profiles over the upper 50 

m and these are referenced with SSH from the tide gauges. Then the mean surface dynamic 

height is adjusted to match the mean from ADT. Additional errors in geostrophic transport 

through the north side come from the glider sensor errors (0.001 Sv), transport inshore of the box 

endpoint not captured by the observational array (0.03 Sv), the tide gauge sensor error which 

accounts for error from the SB and PSL tide gauges (0.04 Sv), and the ADT error (0.12 Sv).  
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The northwest box endpoint is sampled by the same glider that measures the northeast 

box endpoint. As such, the temperature and salinity measurements must also be interpolated in 

time at this location. Since the glider spends more time at this location, there are more 

observations and the temporal interpolation error is smaller (0.01 Sv). The glider does not profile 

down to the PIES depth, so density is interpolated over the bottom layer resulting in a dynamic 

height error of about 0.004 Sv. Other errors in dynamic height at this site come from the glider 

sensor errors (0.02 Sv), the PIES sensor error (0.0612 Sv), and the ADT error (0.12 Sv). 

The total dynamic height profiles at both northern endpoints are differenced, as in 

equation (5), to determine the geostrophic velocity, and then the velocity is integrated over the 

upper 50 m and multiplied by the length of the north side of the box to yield the geostrophic 

transport. The dynamic height profiles are determined for the other box endpoints as discussed in 

Appendix A with similar attention given to filling in gaps and estimating the error sources, and 

the geostrophic velocities are calculated through both the west and the south sides of the control 

volume. These velocities are integrated over the upper 50 m and multiplied by the respective box 

sides yielding the geostrophic transport, and this completes the geostrophic transport 

calculations. 

2.2.3.2 Ekman Transport Calculations  

This section explains how the Ekman transport in the volume budget is determined. The 

error in the Ekman transport is noted, but the reader is referred to Appendix B for the details of 

this estimate. 

The second term on the right-hand side of equation (4) is the Ekman transport and this 

term is similarly evaluated over the box sides. This term is calculated from the two-dimensional 

Ekman transport, and for the north side this is expressed as, 
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∫ ∫ 𝑣X	𝑑𝑧	𝑑𝑙
�
4P�

YL
YK

= ∫ 𝑀7	𝑑𝑙YL
YK

.     (11) 

Above, 𝑀7  is the along-box two-dimensional Ekman transport component in m2/s over the 

Ekman layer. The same equation holds for the west and south sides of the box, where the west 

side uses the cross-box Ekman component, 𝑀x. The Ekman transport is assumed to occur in the 

upper 50 m, which is a reasonable assumption given that Chereskin (1995) reported an Ekman 

layer thickness of 50 m in the CCS.  

The two-dimensional Ekman transport is deduced as, 

(𝑀x,𝑀7) = (𝝉𝒚,4𝝉𝒙)
vw

.      (12) 

In this equation, 𝜏7 and 𝜏x are the along-box and cross-box wind stress components, 

respectively. The CCMPv2 wind data are extracted along the north, west, and south sides of the 

box and the wind stress is calculated from this data as, 

𝝉 = 𝜌'𝑐)𝐔|𝐔|.      (13) 

In equation (13), 𝜌' is the density of air, 𝑐) is the drag coefficient, and 𝐔 contains the u and v 

components of the wind velocity. The drag coefficient is parameterized using the approach 

demonstrated in Edson et al. (2013) that was originally derived in Hersbach (2011), and this 

parameterization accounts for the influence of friction at lower and higher wind speeds based on 

empirical data. The error in the Ekman transport over the control volume is estimated to be about 

0.09 Sv and the details of this calculation are reviewed in Appendix B. 

2.2.4 CCUI Derivation  

The requirement of contemporaneous measurements at all box endpoints and uncertainty 

in the baroclinic component of the dynamic height measurements motivate simplifying the 

geostrophic transport calculations where (1) the Coriolis parameter is assumed constant over the 

control volume and (2) the time-varying contribution of the geostrophic shear over the upper 50 
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m is neglected. For the latter, the uncertainty in the measurement of this term will be shown to be 

nearly the magnitude of its rms amplitude. These simplifications in the geostrophic transport 

calculations are incorporated into a new upwelling index, the Coastal California Upwelling Index 

(CCUI). 

2.2.4.1 Coriolis Parameter Assumption  

The geostrophic transport over the control volume requires making simultaneous 

measurements of transport through the lateral box sides. This can be difficult and if there is a 

missed measurement in the moorings, gliders, PIES, or tide gauges used in the volume budget, 

then the total geostrophic transport into the control volume cannot be determined. For example, a 

broken glider conductivity sensor in the second half of 2014 resulted in not being able to 

estimate the baroclinic component of dynamic height at CORC3 for several months (Figure 2.2). 

Likewise, the CORC3 mooring was not deployed over 2020 – 2021, and therefore the 

geostrophic transport through the west and south box sides cannot be determined in this period. 

This demonstrates how important it is to have simultaneous measurements at all box endpoints in 

order to compute the geostrophic transport for the volume budget.  

The equation for the net geostrophic transport into the control volume is,  

𝑇� 	= 	−
5
w©
∫ ∆𝐷Y(𝑝)𝑑𝑧
�
4P� 	+	 5

wª
∫ ∆𝐷V(𝑝)𝑑𝑧
�
4P� 	+	 5

w«
∫ ∆𝐷T(𝑝)𝑑𝑧
�
4P� .   (14) 

This gathers the geostrophic terms in equation (1) and substitutes equation (5) for the geostrophic 

velocity. If the Coriolis parameter changes minimally over the control volume then,  

𝑓 ≈ 𝑓Y ≈ 𝑓V ≈ 𝑓T	.      (15) 

This Coriolis parameter approximation is inserted into equation (14) and the dynamic height 

differences are expanded yielding, 

𝑇� 	= 	−
5
w ∫ ¬𝐷Y5(𝑝) − 𝐷Y+(𝑝)­𝑑𝑝

�
�CDw�

	+ 	 5
w ∫ ¬𝐷V+(𝑝) − 𝐷V5(𝑝)­𝑑𝑝

�
�CDw�
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+	5
w ∫ ¬𝐷T5(𝑝) − 𝐷T+(𝑝)­𝑑𝑝

�
�CDw�

.    (16) 

In equation (16), the dynamic heights at the endpoints of the west side, 𝐷V5 and 𝐷V+, are the 

same as the dynamic heights at the offshore endpoints of the north and south sides of the box 

such that, 

𝐷Y+(𝑝) = 𝐷V5(𝑝) and 𝐷T+(𝑝) = 𝐷V+(𝑝).   (17) 

Substituting this into equation (16) eliminates many of the terms and equation (16) reduces to, 

𝑇� =
)
w
∆𝐷X(𝑝),     (18) 

where, 

∆𝐷X(𝑝) = 𝐷T5(𝑝) − 𝐷Y5(𝑝).     (19) 

In equation (18), 𝑑 is the depth over which the volume budget is performed, i.e., 50 m, and 

∆𝐷X(p) is the difference in dynamic height between the southeast and northeast box endpoints.  

Equations (18) and (19) show that net geostrophic transport into the box can be 

determined from the total dynamic height profiles at the two inshore box endpoints alone. Under 

a constant Coriolis parameter, changes in the dynamic height profiles at the offshore endpoints 

drive transport into one side of the box which are compensated for by transport out through 

another side. For instance, an increase/decrease in dynamic height at CCE2 leads to less/more 

northward transport through the north side of the box that is balanced by less/more onshore 

transport through the west side. At CORC3, an increase/decrease in dynamic height yields 

more/less onshore transport through the west side in exchange with less/more northward 

transport through the south side.  

Assuming that the Coriolis parameter is constant across all sides of the box increases the 

number of days for which geostrophic transport is estimated, thereby enhancing the temporal 

coverage of vertical transport (dashed line in Figure 2.4). For example, in the last years of the 
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record, i.e., 2020 – 2021, the CORC3 mooring could not be replaced and therefore vertical 

transport cannot be approximated in these years using the net geostrophic transport that is 

summed up from all three sides of the box (dotted line in Figure 2.4). In contrast, vertical 

transport is approximated in these years with equation (18; dashed line in Figure 2.4). The 

simplification from the Coriolis parameter assumption has an estimated transport error of 0.01 

Sv, which is discussed in Appendix B. Thus, this approximation has relatively no influence on 

the total geostrophic transport error.  

2.2.4.2 Depth-Dependence Assumption  

This section shows that the depth-dependent geostrophic transport resulting from velocity 

shear over the upper 50 m makes a negligible contribution to the total transport, resulting in a 

second simplification. This section first shows the size of the baroclinic and barotropic 

fluctuations, then it argues that the uncertainty in the estimate of the baroclinic component of 

dynamic height is about the same size as the variability in this component, and lastly it presents 

Figure 2.4: Weekly filtered vertical transport from (1) the volume budget that uses transport through 
the three lateral box sides (dotted line), (2) the assumption of a constant Coriolis parameter over the 
box region and using only the inshore moorings (dashed line), and (3) the inshore depth-independent 
measurements, i.e., the tide gauges and CMEMS data (solid line). There are two error bars shown for 
the vertical transport error in the solid timeseries. The smaller error bar does not include the time-
mean error, while the larger error does (Appendix B). 
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the mathematical simplifications in the geostrophic transport calculations that lead to the new 

upwelling index. 

a.) Baroclinic versus Barotropic Transport Fluctuations 

The dependence of the total geostrophic transport on the baroclinic and the barotropic 

components are examined, where the latter is the sum of the barotropic fluctuations and the time-

independent part of the geostrophic transport, i.e., the sum of the second and third terms on the 

right-hand side of equation (6). The rms difference between the barotropic geostrophic transport 

and the total geostrophic transport is smaller than the rms difference between the baroclinic 

geostrophic transport and the total geostrophic transport (Table 2.1). This is true for all three 

lateral sides of the box. The percent variance explained, 100 × r2 where r is the correlation, 

demonstrates that the barotropic geostrophic transport explains most of the variability in the total 

geostrophic transport (Table 2.1). Thus, in the upper 50 m of the box, the barotropic changes 

dominate the behavior of the total geostrophic transport.  

 

 

Table 2.1: The rms difference between the geostrophic shear and the total geostrophic 
transport, as well as the rms difference between the sum of the depth-independent portion 
and the time-independent aspect of the geostrophic transport, i.e., the second and third terms 
on the right-hand side of equation (6), and the total geostrophic transport. The last column 
contains the percent variance explained in the geostrophic transport by the sum of the depth-
independent portion and the time-independent aspect of the geostrophic transport.  
 Rms Difference (Sv) 

between Baroclinic 
& Total Geostrophic 

Transport 

Rms Difference (Sv) 
between Depth-

Independent & Total 
Geostrophic Transport 

Percent Variance 
explained by the 

Depth-Independent 
Geostrophic 

Transport, 100 × r2 
North Side 0.2472  0.0375 98% 
West Side 0.2507 0.0865 97% 
South Side 0.3904 0.0669 99% 
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b.) Geostrophic Shear Uncertainty versus Geostrophic Shear Fluctuations 

 Uncertainty in the geostrophic shear related to errors in the baroclinic component of 

dynamic height are assessed against the size of the geostrophic shear fluctuations. The transport 

error in the geostrophic shear is approximated as 0.04 Sv. This error estimate accounts for 

multiple sources of uncertainty in the baroclinic component of dynamic. At the southeast box 

endpoint these error sources include the DM mooring sensor error and the unmeasured 

geostrophic transport between DM and the coast. At the northeast box endpoint, the geostrophic 

shear error sources are the glider sensor error, the glider temporal interpolation, and the 

unmeasured geostrophic transport between this endpoint and the coast. The approximation of 

these error sources is discussed in Appendix B.  

The magnitude of the contribution of the geostrophic shear fluctuations to the total 

transport is about 0.04 Sv; see Appendix B for an explanation of how this is determined. Thus, 

the shear fluctuations are about the same size as the uncertainty in the geostrophic shear. Since 

the uncertainty is about the size of the shear signal, there is negligible skill in estimating this 

component. Also, the percent variance explained by the barotropic component of dynamic height 

is large, so the shear component contributes very little to the overall variability. Therefore, the 

shear component can be omitted.  

c.) Inshore Dynamic Height Simplification 

 Neglecting the baroclinic component of dynamic height is mathematically expressed as, 

𝐷(𝑝) ≈
��� �
m

v�� �
+ 𝛼.     (20) 

Substituting this into equation (18) yields, 

𝑇� =
)
w
®
��� �«K
m

v�� �«K
+ 𝛼T5 − (

��� �©K
m

v�� �©K
+ 𝛼Y5)¯.   (21) 
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Note that 𝑝CDw�a  is essentially the coastal sea level fluctuation. This third estimate of geostrophic 

transport increases the temporal coverage from the second estimate in Section 2.2.4.1 because it 

does not require both baroclinic and barotropic measurements at the same time. This results in 

increased temporal coverage of vertical transport (solid line in Figure 2.4) and extends the time 

series to include an earlier nearly 15 years of data. The uncertainty in the temporal variability of 

this geostrophic transport estimate depends on the tide gauge sensor error, which is about 0.003 

m. This yields a transport error of 0.04 Sv for the temporal variability in the net geostrophic 

transport, which is much smaller than the geostrophic transport magnitudes, i.e., 0.2 Sv. This 

third estimate of geostrophic transport is the geostrophic component for the new upwelling 

index, i.e., the Coastal California Upwelling Index (CCUI). 

  The CCUI is the sum of the geostrophic and Ekman transports over southern California. 

The geostrophic transport is approximated from the barotropic fluctuations at the coast and the 

time-mean, i.e., the third geostrophic transport estimate, and the net Ekman transport is 

approximated from integrating the 2D Ekman transport around the perimeter of the control 

volume. The CCUI is a regional upwelling measure that represents the vertical volume flux at 50 

m depth. This new upwelling index differs from other upwelling measures since it incorporates 

tide gauge sea level measurements to determine the cross-shore geostrophic influences, so it uses 

sea level measurements at the coast to account for the coastal APG. Additionally, the CCMPv2 

wind product chosen for the CCUI has demonstrated that it provides reasonable wind estimates 

for the region (Wang et al. 2019; Appendix B). The method for calculating this new upwelling 

index is applicable for other EBUS and this will be demonstrated next for central California. 

 

 



123 
 

2.2.4.3 CCUI for Central California   

The CCUI can be applied to other coastal upwelling regions and this is demonstrated for 

central California. The CCUI is approximated for central California in a similar fashion as to 

how it was derived for southern California. Coastal tide gauges are used to approximate the net 

horizontal geostrophic transport into or out of the central California box (Figure 2.5). The 

Monterey tide gauge captures sea level fluctuations for the northerly end of the central California 

box and this is combined with the mean CMEMS ADT (Figure 2.5). The coastal sea level 

measurements at the southeast box endpoint use the same sea level data set from the northeast 

endpoint of the southern California box. As with the southern California box, the CCMPv2 

winds are integrated around the northern box in Figure 2.5 to determine the net Ekman transport. 

The combination of the geostrophic and Ekman transports gives the horizontal 

convergence/divergence in the box and thus the vertical transport through 50 m.  

Figure 2.5: North and south boxes used for approximating upwelling 
in central and southern California, respectively, for CCUI. Purple 
circles are coastal tide gauges used in the upwelling estimates. 
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2.2.5 Control Volume Heat Budget Calculations  

Like the volume budget, the heat budget is performed over the upper 50 m and this is 

approximated as, 

Δ𝑇 = Δ𝑡 ²−\©
=
𝑇Y +

\ª
=
𝑇V+

\«
=
𝑇T+

\³
=
𝑇U +

5
)v´�

𝑄¶D/·.   (22) 

Term (1) on the left-hand side of equation (22) is the change in temperature over the box and Δ𝑡 

is the time step, which is one day. Terms (2) – (4) are the temperature fluxes through the lateral 

sides of the box, with 𝐵 denoting the volume transport through a box side which is then 

normalized by the volume of the box, 𝑏. Terms (2) – (4) are approximated using the averaged 

transport and averaged temperature across the box sides. The temperature for a box side, 𝑇, is the 

average upper 50 m temperature across the section and constructing the upper 50 m temperature 

field is explained in more detail below. Term (5) is the temperature flux through the bottom of 

the box and term (6) is the temperature flux through the air-sea interface. For this term, 𝑑 is 50 

m, 𝑐� is the specific heat capacity of seawater, and 𝑄¶D/ is the net air-sea heat flux. The net air-

sea heat flux is, 

𝑄¶D/ = 𝑄E + 𝑄º + 𝑄D + 𝑄»,     (23) 

where the terms on the right represent the shortwave, longwave, latent, and sensible heat 

contributions, respectively. These components of the net air-sea heat flux are approximated from 

ERA5 data.  

2.2.5.1 Control Volume Temperature Construction  

Most of the terms in equation (22) require temperature estimates over some portion of the 

control volume and the method for approximating the temperature field over the upper 50 m in 

southern California is described in this section.  

(1) (2) (3) (4) (5) (6) 
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The southern California upper ocean temperature approximations are based on 

observations. In-situ measurements from the moorings and gliders are combined with satellite 

SST data and MLD information to grid temperature over the upper 50 m. This approach uses 

stratification, i.e., the vertical temperature gradient within the upper 50 m, ¼h
¼½

, from the moorings 

and gliders at the four endpoints of the box and interpolates this over the region. The location of 

the moorings and gliders capture the multiple dynamical regimes in southern California; namely, 

the upwelling area off of Point Conception, the inshore region along the coastline, and the more 

open ocean zones offshore. So, the coastal processes occurring within the box may be considered 

some combination of these regimes.  

Satellite SST data over the box provides the surface temperature, which is combined with 

the stratification in order to integrate temperature downward, thereby obtaining the temperature 

field throughout the upper 50 m. Lastly, these temperature fields are modified based on the 

thickness of the mixed layer. Incorporating the MLD information accounts for local changes on 

the stratification that occur within the box.  

2.2.5.2 Control Volume Temperature Change 

 The constructed temperature field is averaged over the control volume using the method 

in the previous section and the change in the box-average temperature is taken as the estimate of 

Figure 2.6: Upper 50 m temperature average at the endpoints of the southern California box 
along with the estimate of averaged temperature for the box over the upper 50 m.  
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term (1) in equation (22). Qualitatively, the averaged upper 50 m temperature over the box has 

similar values to those measured by the moorings and gliders (Figure 2.6). This is not a direct 

comparison as the in-situ measurements are only at select locations, but it provides a sense of the 

southern California temperature representation from the method outlined above.  

2.2.5.3 Advected Heat Fluxes 

Terms (2) – (4) in equation (22) are the horizontal temperature fluxes where the upper 50 

m temperature average along each box side utilizes the in-situ temperature observations at the 

box endpoints and the constructed temperature field in between the endpoints. The average 

temperature for a lateral box side is multiplied by the total transport through that side, where the 

total transport is the sum of the geostrophic and Ekman transports in the upper 50 m. These 

transports are the same as those discussed in Section 2.2.3.  

Since the temperature flux through a box side uses the average transport and temperature 

through the side, so along box variations in either of these properties are not considered. Such 

variations could alter the temperature flux through the side, so these temperature flux 

contributions were estimated and were shown not to significantly change the horizontal 

temperature fluxes (not shown). 

The last advective term in equation (22), i.e., term (5), is the vertical temperature flux 

through the bottom of the box. Of the advective terms, term (5) is the most challenging term to 

approximate because the vertical transport is not directly measured, and neither is the 

temperature at 50 m depth, with the exception of this measurement at the box endpoints. 

Equation (22) is rewritten to separate term (5) on one side of the equation as follows,  

Δ𝑡 ¾³
=
𝑇U = −Δ𝑡 ²− ¾©

=
𝑇Y +

¾ª
=
𝑇V+

¾«
=
𝑇T +

5
)v´�

𝑄¶D/· + Δ𝑇.  (24) 
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The temperature flux through the bottom of the box is calculated using the vertical transport 

from the volume budget in Section 2.2.3 along with the average temperature at 50 m depth over 

the box. The average 50 m temperature is approximated by taking the mean 50 m temperature 

from the constructed temperature field presented in Section 2.2.5.1. The approximation of the 

vertical temperature flux at 50 m depth will be assessed against the right-hand side of equation 

(24) in Section 2.3.3 to see how well the approximated 50 m temperature flux compares to the 

residual from the heat budget terms. The uncertainty in the 50 m vertical temperature flux is 

discussed in Appendix C. 

2.2.6 Synoptic Upwelling Event Detection  

One objective of this chapter is to study upwelling over multiple timescales including the 

subseasonal frequencies. The subseasonal frequencies are characterized by synoptic variability 

which includes intermittent upwelling events. To study the synoptic upwelling events, upwelling 

events must first be identified, and this section explains the event detection process followed by 

the event statistics that will be computed on the identified upwelling events.  

2.2.6.1 Event Detection Process  

Prior to identifying upwelling events, the CCUI timeseries is band-pass filtered between 

7 – 100 days to focus on the variability on week-to-seasonal timescales. The upwelling events 

are detected based on the height of the upwelling anomaly amplitude, i.e., the height of the 

individual peaks in the anomaly timeseries (Figure 2.7). The height of a local peak must be 

above a particular threshold in order to be considered an upwelling event. The threshold is set to 

be about half the height of the band-passed vertical transport anomalies. Synoptic upwelling 

events are also examined in Chapter 3 and the influence of the threshold criteria on the event 
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statistics is assessed in Appendix A of that chapter. For those events that meet this criteria, the 

time during which the upwelling event peaks is referred to as the peak time. 

Next, the upwelling and relaxation phases of the upwelling events are determined. The 

upwelling phase is the initial period when the event starts and reaches its peak intensity, while 

the relaxation phase is the period of time from the upwelling peak to the end of the event. The 

start of the upwelling phase and the end of the relaxation phase are determined based on the 

minima in the upwelling index before and after the peak, respectively. The time period 

encompassing both the upwelling and relaxation phases is referred to as the event window. 

Figure 2.7 exemplifies how upwelling events are identified over one year to demonstrate the 

technique utilized for event detection.  

2.2.6.2 Event Statistics  

Once the upwelling events are classified, statistics will be computed over the upwelling 

events to assess the synoptic variability in upwelling. The statistics used for this assessment are 

described here, while the results will be discussed in Section 2.4.3. There are three upwelling 

event statistics that will be calculated to analyze the synoptic variability. These statistics are 

upwelling intensity, upwelling duration, and the number of upwelling events per year, and they 

were selected because they characterize the physical forcing of upwelling.  

Figure 2.7: High-frequency upwelling event detection from the band-passed CCUI. Red periods denote 
the upwelling phase and gray periods are the relaxation phases of the upwelling events. The error bar in 
the top panel is the CCUI depth-independent time-varying geostrophic transport error based on rms errors 
from weekly filtered timeseries (Appendix B). 

event peak 

event length 

event intensity 
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Upwelling intensity is based on the height of the upwelling anomaly amplitude, and it is 

defined as the difference in upwelling between the maximum and minimum values during an 

event window. The upwelling intensity represents the magnitude of the wind forced anomalies 

and/or the alongshore propagating pressure gradient anomalies. Larger upwelling intensities 

signify stronger physical forcing of upwelling, and this is a factor that can drive more upwelled 

nutrients.  

The second statistic is the length of the upwelling phase of the upwelling events, i.e., the 

elapsed time from the start of the upwelling event to the peak time. The significance of this 

statistic is that the duration of the upwelling phase may influence upwelling productivity and 

ocean acidification. Under the same upwelling intensity, longer events promote cumulatively 

more upwelled nutrients than shorter events. Both the intensity and the length of active 

upwelling can alter ocean acidification and may be accompanied by changes in pH and dissolved 

oxygen because these water properties are influenced by vertical heaving of isopycnals during 

upwelling events. Intense and/or prolonged upwelling can drive extreme acidic and hypoxic 

conditions that can be detrimental to calcareous organisms and benthic feeders (Chan et al. 2008; 

Fabry et al. 2008; Feely et al. 2008; Nam et al. 2011; Low et al. 2021).  

The third event statistic is the number of upwelling events in a year and this captures the 

occurrence of synoptic upwelling. The number of events in a year indicates the number of 

incidents that may lead to an ecological upwelling response.  

2.3 CCUI and Heat Budget Comparisons  

Here the vertical transport from the CCUI is compared against other upwelling indices to 

provide confidence in the CCUI results, while the results themselves are analyzed in Section 2.4. 

Then, the estimated vertical temperature flux is evaluated against the residual of the terms on the 



130 
 

right-hand side of equation (24) to provide confidence is the vertical temperature flux estimate. 

The vertical temperature flux is of interest to study how changes in advection during the 2014 

marine heatwave and the 2015 – 2016 El Niño impacted the heat budget.  

2.3.1 CCUI Comparisons  

The CCUI is compared against other measures of upwelling in both southern and central 

California to validate the vertical transport from the CCUI. The other measures of upwelling do 

not provide uncertainty estimates; however, if the errors in these other indices are comparable to 

the CCUI errors then this can suggest whether the vertical transport estimates agree with each 

other within the uncertainties. The three upwelling estimates used in the comparisons are CASE 

(Zaba et al. 2020), CUTI (Jacox et al. 2018), and the Bakun index (Bakun 1973). Appendix D 

reviews how vertical transport is derived in each of these indices and what wind products are 

used. The upwelling indices are compared statistically over 2007 – 2016 and shown for southern 

California for a 3-year duration that includes the 2014 marine heatwave and the 2015 – 2016 El 

Niño (Figure 2.8).  

The southern California upwelling timeseries in Figure 2.8 include the seasonal cycle, 

low frequency variability, and synoptic upwelling events. All indices show variability at these 

Figure 2.8: Weekly-filtered upwelling measures in the southern California box. The smaller 
error bar is for the time-varying CCUI transport error and the larger error bar is the CCUI error 
with the time-independent error. See Appendix B for the error discussion. 
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timescales of interest and the vertical transport from the CCUI will be filtered to inspect these 

timescales separately in Section 2.4. Two of the three years shown in Figure 2.8 contain large-

scale climate events, i.e., the 2014 marine heatwave and the 2015 – 2016 El Niño. The error bars 

in Figure 2.8 demonstrate the uncertainty in the CCUI. 

Statistics comparing the weekly-filtered upwelling indices for the north and south boxes 

(Figure 2.4) are given in Tables 2.2 and 2.3, respectively. The statistics are calculated over 2007 

– 2016, since there is CASE data for these years. The upwelling index correlations in the south 

box are similar to their north box counterpart. Ranking the correlations from highest to lowest 

yields a similar order for both boxes with the CUTI - Bakun pair exhibiting the highest 

correlation and the CCUI - Bakun pair having the lowest correlation. For most of the index pairs, 

the rms difference is larger in the north box, and the highest rms differences in Tables 2.2 and 

2.3 involve the Bakun index. Generally, the bias is small to moderate between index pairs. 

Calculations of bias that include CCUI as one of the upwelling indices are within the 0.17 Sv 

time-independent CCUI error.  

The rms differences involving the CCUI are larger than the CCUI vertical transport error 

of 0.07 Sv. However, if the other indices have an error similar to the CCUI error, then the rms 

differences involving CASE and CUTI agree within these uncertainties. Likewise, CASE and 

CUTI agree with each other within these uncertainties. The statistics in Tables 2.2 and 2.3 show 

that the CCUI, CASE, and CUTI are moderately correlated with each other, have rms differences 

that are within the estimated uncertainty, and have bias values that are less than the time-

independent error. Since the CCUI is consistent with the other upwelling indices and the time-

varying error is small enough to resolve the upwelling variability, this index will be used to study 

upwelling at the timescales of interest in Section 2.4.  
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2.3.2 Vertical Temperature Flux 

To gain confidence in the vertical temperature flux through the bottom of the control 

volume, i.e., across 50 m depth, this term is compared to the residual of the terms on the right-

hand side of equation (24). Figure 2.9 shows the 50 m vertical temperature flux scaled by the 

volume of the box and applied over 1 day to yield units of temperature change (blue) and the 

sum of the terms on the right-hand side of equation (24; red). The two curves compare well with 

one another and have a correlation of 0.84 and a rms difference of 0.09ºC. In Figure 2.9, the sum 

of the terms on the right-hand side of equation (24) lie mostly within the error bounds of the 50 

Table 2.2: North box correlation, rms difference, and bias between upwelling indices over 
2007 - 2016. The 95% confidence interval is also given for the correlation. Negative bias 
means the second upwelling index in the first column is larger than the first upwelling index. 
The statistics are based on timeseries data that have a one-week low pass filter applied. 

North Box Index 
Comparison 

Correlation (95% 
CI) 

RMS Difference 
(Sv) 

Bias (Sv) 

CCUI & CASE 0.67 ± 0.017 0.145  0.062  
CCUI & CUTI 0.59 ± 0.014 0.148  -0.033  
CCUI & Bakun 0.33 ± 0.019 0.220  -0.068  
CASE & CUTI 0.72 ± 0.016 0.148  -0.094  
CASE & Bakun 0.55 ± 0.20 0.212  -0.128  
CUTI & Bakun 0.74 ± 0.15 0.135  -0.034  

Table 2.3: South box correlation, rms difference, and bias between upwelling indices over 
2007 - 2016. The 95% confidence interval is also given for the correlation. Negative bias 
means the second upwelling index in the first column is larger than the first upwelling index.  
The statistics are based on timeseries data that have a one-week low pass filter applied. 

South Box Index 
Comparison 

Correlation (95% 
CI) 

RMS Difference 
(Sv) 

Bias (Sv) 

CCUI & CASE 0.62 ± 0.019 0.150  -0.014 
CCUI & CUTI 0.63 ± 0.014 0.131  0.026  
CCUI & Bakun 0.35 ± 0.018 0.207  -0.084  
CASE & CUTI 0.71 ± 0.017 0.134  0.040  
CASE & Bakun 0.56 ± 0.020 0.177  -0.070  
CUTI & Bakun 0.74 ± 0.013 0.160  -0.110  
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m vertical temperature flux, emphasizing good agreement between the two curves. The similarity 

of the two curves in Figure 2.9 is partly related to the volume budget. Volume is conserved, so 

the vertical transport at 50 m depth is the residual of the net horizontal transport into/out of the 

box, as designated by equation (1). So, the volume transport on the left-hand side of equation 

(24) is dependent on the volume transports on the right-hand side of equation (24). Additionally, 

the data sets used to estimate the two curves in Figure 2.9 are not independent of each other. The 

temperature estimated at 50 m depth over the box uses the mooring and glider vertical 

temperature gradients, i.e., ¼h
¼½

, at the box endpoints and these temperature data are also used for 

averaging the temperature across the lateral box sides (Section 2.2.5). So, the temperature data 

used to estimate the curves in Figure 2.9 both contain mooring and glider data.   

In the 50 m vertical temperature flux estimate, it is assumed that all of the upwelling 

occurs uniformly throughout the box. Temporally averaged alongshore wind stress in southern 

California increases offshore (Figure 2.10; Winant and Dorman 1997). This implies that while 

upwelling occurs next to the coast, the increased upwelling favorable winds offshore drive 

Figure 2.9: Vertical temperature fluxes at 50 m depth scaled by the volume of the box and applied 
over 1 day to yield units of temperature change (blue). Also shown is the residual of the horizontal 
temperature fluxes, the temperature fluxes through the surface, and the box-averaged temperature, 
i.e., the right-hand side of equation (24; red). Error bars of the temperature flux at 50 m depth use 
the geostrophic transport error (see Appendix B) and the temperature error at 50 m depth (see 
Appendix C). 
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additional upwelling in other parts of the box away from the coastline. This suggests that the 

vertical velocities are somewhat distributed over the box, allowing us to use a horizontally 

averaged temperature at 50 m as a first approximation.  

However, some modeling studies indicate that most of the upwelling in EBUS occurs 

close to the coast (Marchesiello and Estrade 2010; Jacox et al. 2011). To see if the spatially 

averaged temperature has an impact on the vertical temperature flux, the 50 m temperature is 

averaged over only the inshore region, i.e., within ~10 km from the coast. The inshore averaged 

temperature at 50 m depth is very similar to the 50 m box temperature average (not shown). 

Given the similarities between the two temperature time series, the vertical temperature flux 

through the bottom of the box using the inshore averaged temperature is insignificantly different 

from the blue curve in Figure 2.9.  

2.4 CCUI Results and Discussion 

 The consistency of the CCUI against other upwelling measures in Section 2.3 along with 

the advantage that the CCUI offers in estimating the coastal APG from coastal tide gauges 

motivates using the CCUI as the estimate of upwelling going forward, i.e., for the vertical 

Figure 2.10: CCMPv2 wind stresses averaged over 
2000 – 2021. 
 



135 
 

transport at 50 m depth. The vertical transport from the CCUI will be analyzed over the annual 

cycle, interannual variability, and on synoptic timescales to characterize regional upwelling for 

both central and southern California. For these timescales of interest, the influence of the wind-

driven forcing and the cross-shore geostrophic flows on the vertical transport will be assessed. It 

will be shown that over the timescales of interest, upwelling is largely driven by wind forcing, 

but upwelling is at times substantially modulated by cross-shore geostrophic flows and this is 

examined for the different timescales. 

2.4.1 Annual Cycle  

The annual cycle of vertical transport is inspected for central and southern California to 

assess the seasonal variability in upwelling. Then, the annual cycles of the geostrophic and 

Ekman contributions to this are analyzed to understand how these influences drive and modify 

seasonal upwelling. The annual cycles in this section are computed from 2000 – 2021. 

2.4.1.1 Vertical Transport Annual Cycle 

In both California regions, upwelling is year-round and the annual cycle in vertical 

transport shows a pronounced peak in upwelling in the spring with a relaxation in summer – 

early fall (Figure 2.11). The maximum upwelling value is larger off of central California than in 

southern California. The spring upwelling peak in early April in the north box is nearly 

contemporaneous with the spring upwelling peak in the south box. After the spring upwelling 

season, the CCUI has a minimum in vertical transport in July for both boxes. In the last two 

months of the calendar year, vertical transport increases in both boxes forming a secondary 

upwelling maximum.  
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Year-round upwelling that is strongest in spring is expected, as other regional upwelling 

measures have also reported this for southern California (Bakun 1973; Jacox et al. 2018; Zaba et 

al. 2020). It is also anticipated that upwelling is greater in central California than in southern 

California based on previous climatological transport estimates (Bakun 1973; Jacox et al. 2018). 

Unlike other climatological estimates for California, the results shown here exhibit a wintertime 

increase in vertical transport, whereas other upwelling measures indicate vertical transport is 

weakest in this time of the year (Bakun 1973; Jacox et al. 2018; Zaba et al. 2020). To further 

understand the behavior in the vertical transport annual cycle, the geostrophic and Ekman 

transport annual cycles are inspected. 

2.4.1.2 Geostrophic Transport Annual Cycle 

The annual cycles of the CCUI net geostrophic transport into the control volumes (i.e., 

negative values indicate geostrophic convergence, implying downwelling) are shown in Figure 

2.12. For the south box the annual cycle remains negative throughout the year with greater 

Figure 2.11: CCUI upwelling annual cycles, i.e., the vertical volume flux at 50 m depth. The 
smaller error bar does not include the error from the CMEMS data, which incorporates the time-
mean depth-invariant component of dynamic height, while the larger error does. See Appendix B 
for a discussion on the error calculations. 
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geostrophic transport between late-March and early-November (Figure 2.12). For the north box, 

the CCUI geostrophic annual cycle is negative from May – November and positive for the other 

months of the calendar year. Geostrophic convergence is relatively uniform in summer and the 

geostrophic transport is nearly the same for both regions in this season. Both annual cycles 

increase in fall – winter, with the north box annual cycle indicating geostrophic divergence 

between December and April. Geostrophic divergence is strongest in March and of nearly the 

same magnitude as the peak in the summertime geostrophic convergence. In southern California, 

the annual cycle remains negative but it is very low in January – early March and near 0 Sv in 

February. It is worth mentioning that within the margin of error, this annual cycle could be 

positive for the first 1 - 3 months of the year.    

The wintertime behavior in the CCUI geostrophic component for central and southern 

California requires more attention. The sign of the calculated geostrophic transport is such that 

net negative geostrophic transport means geostrophic convergence, which is downwelling or a 

Figure 2.12: CCUI geostrophic transport convergence annual cycles for both California boxes. 
Negative values denote net geostrophic transport into the box, which implies downwelling. The 
CCUI error bar is constructed from the rms errors based on seasonally filtered data in Appendix B, 
which does not include the error from the CMEMS data, i.e., the product used to incorporate the 
time-mean depth-invariant component of dynamic height. 
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weakening of any upwelling transport. In contrast, positive net geostrophic transport drives 

geostrophic divergence that results in greater upward vertical transport. Under this scenario, 

there is larger transport through the bottom of the box in order to balance the horizontal flows 

out of the box. The sign of the net geostrophic transport is important because of how it modifies 

upwelling, and in central California positive net geostrophic transport occurs for a third of the 

year (Figure 2.12). 

The wintertime geostrophic divergence in central California implies a southward APG 

force, such that coastal sea level is higher at the northern of this box and lower at the southern 

end. Monthly mean absolute sea levels for the US west coast from tide gauges show a change in 

the alongshore sea level difference in the winter months over central and southern California 

(Hickey and Pola 1983). Typically, coastal sea level is higher in the south driving a poleward 

APG force, but in the winter months, i.e., January and February, the sea level over central 

California drives an equatorward APG force. This also happens in southern California but for a 

shorter period of time and with a weaker equatorward APG force. This wintertime weakening of 

the APG force, i.e., a more equatorward APG force, agrees with the more positive values in 

winter in the geostrophic transport annual cycles (Figure 2.12). This supports the results 

presented here in winter with positive or near 0 Sv geostrophic transport values in the annual 

cycles.  

The positive geostrophic transport in the north box annual cycle lasts about twice as long 

as the reversal in the APG in Hickey and Pola (1983). The number of years over which the APG 

climatology in Hickey and Pola (1983) is constructed over is similar to the number of years used 

in the CCUI geostrophic annual cycle, but the record in Hickey and Pola (1983) began in 1950. 

The CCS has been shown to exhibit significant decadal variability in its physical and ecological 
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systems, and some of the differences in the duration and magnitude of the seasonal reversal in 

the APG may be due to this variability (Mantua et al. 1997; Di Lorenzo et al. 2005; Chhak and 

Di Lorenzo 2007).   

Previous results of geostrophic convergence in central California indicate year-round 

geostrophic convergence that is strongest in late spring - summer (Jacox et al. 2018; Zaba et al. 

2020). Some of the results presented here disagree with these previous studies because this study 

shows wintertime geostrophic divergence in central California, which suggests that there is a 

reversal in the wintertime APG in central California. This behavior is also possible in southern 

California, within the uncertainties of geostrophic transport. The wintertime dissimilarities 

between the observation and model results indicate differences in the coastal APG. Tide gauges 

used in this study and in Hickey and Pola (1983) are stationed at the coast, whereas the models 

used in Jacox et al. (2018) and Zaba et al. (2020) assimilate altimetry data that is near the coast. 

Thus, the differences in the coastal sea level estimates may explain the wintertime differences in 

geostrophic transport. 

2.4.1.3 Ekman Transport Annual Cycle 

The Ekman transport annual cycles show year-round Ekman divergence for both 

California coastlines consistent with other findings (Figure 2.13; Bakun 1973; Jacox et al. 2018; 

Zaba et al. 2020). The Ekman divergence in southern California is generally greater than that in 

central California, despite more vertical transport in central California during the spring 

upwelling season (Figure 2.11). If vertical transport was only dependent on Ekman transport, 

then the vertical transport annual cycle in southern California would be greater than that in 

central California during the upwelling season. The offshore Ekman transport in Figure 2.13 

peaks in late-April and mid-May for southern and central California, respectively. A later peak in 
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the Ekman transport annual cycle in central California is expected based on previous 

investigations which found that upwelling may peak up to 1 – 2 months later in central California 

than in southern California (Bakun 1973; Jacox et al. 2018). The Ekman transport peak timing 

differs from the vertical transport peak timing by about 1.5 months for central California and by 

about 3 weeks for southern California. For both boxes, the vertical transport leads the Ekman 

transport. This shows that the geostrophic transport not only modifies the strength of upwelling, 

but also the seasonality.  

In southern California, the sign in the Ekman and geostrophic transport annual cycles 

oppose one another, but the larger magnitudes in the Ekman annual cycle over the geostrophic 

annual cycle result in positive vertical transport throughout the calendar year. In central 

California, the vertical transport annual cycle is also always positive, but both the Ekman and 

geostrophic components drive upwelling for the first four months of the calendar year. The 

annual cycles of the vertical, geostrophic, and Ekman transport showed that upward transport is 

largely due to Ekman divergence, while the geostrophic component mostly has an opposing 

Figure 2.13: CCUI Ekman transport annual cycles for both boxes. Positive values denote 
Ekman transport out of the box, which implies upwelling. The CCUI Ekman transport error 
bar uses the rms errors from seasonally filtered data (Appendix B). 
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effect. Thus, on seasonal timescales the presence of upwelling is caused largely by the wind, but 

the magnitude and timing of upwelling is modified substantially by the geostrophic transport.  

2.4.2 Interannual Variability  

Interannual variability in upwelling is inspected for central and southern California to 

assess year-to-year changes in upwelling. Then, the low-frequency variability in the geostrophic 

and Ekman contributions are analyzed to understand how these influences drive and modify 

interannual changes to upwelling. For this section, the low-frequency signals in the vertical, 

geostrophic, and Ekman transport are assessed by removing the annual cycle and low-pass 

filtering the anomalies over 100 days.  

2.4.2.1 Vertical Transport Anomalies 

The low-frequency vertical transport anomalies show significant variability over the last 

20 years and there are differences at times in this variability between the north and south boxes 

(Figure 2.14a). A notable period in the interannual variability is 2011 – 2018 when the vertical 

transport anomalies in central California are mostly negative and the annual averages are also 

negative. In southern California this is over a shorter period of time with negative annual 

averages persisting from 2014 – 2017.  

This notable period includes the 2014 marine heatwave and the 2015 – 2016 El Niño. The 

negative vertical transport anomalies are some of the largest in the record for central California, 

and in southern California the anomalies remain persistently negative from fall 2013 – fall 2015. 

The transition in late 2015 from negative to positive upwelling anomalies occurs in both boxes. 

Weaker upwelling in 2014 - 2015 was also reported by Zaba et al. (2020) for both central and 

southern California, but this was less persistent and lasted for a shorter period of time. Zaba et al. 
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(2020) found that the transition to unusually strong upwelling favorable conditions during the El 

Niño occurred in summer 2015, while in Figure 2.14a this took place several months later. 

Both 2014 and 2015 contained anomalous poleward flow in southern California that was 

discussed in Chapter 1. Some of the poleward flow anomalies were attributed to less upwelling 

(b) 

Figure 2.14: CCUI (a) vertical, (b) geostrophic, and (c) Ekman transport anomalies for the north and 
south boxes. Horizontal bars denote annual averages over the calendar year. Anomalies are based on 
removing the annual cycle that is calculated over 2000 – 2021 and the anomalies are low-pass filtered 
over 100 days. Positive vertical transport anomalies in (a) denote more upwelling into the box, 
positive geostrophic transport anomalies in (b) indicate more geostrophic transport out of the box 
which means upwelling, and positive Ekman transport anomalies in (c) are associated with more 
Ekman transport out of the box which means upwelling. Error bars in (a) and (b) show the depth-
independent time-varying geostrophic transport error using the rms errors based on data that was low-
pass filtered over 100 days (Appendix B). 

(a) 

(c) 
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favorable winds, while in late 2015 a large increase in the poleward APG force was responsible 

for the poleward flow and the northward advection of more tropical waters. It is suspected that 

both weaker upwelling favorable winds and at times an enhanced poleward APG force 

contributed to weaker vertical transport in the years of the large-scale climate phenomena. The 

weaker vertical transport at this time motivates investigating the interplay of the geostrophic and 

Ekman contributions to the reduced upwelling.  

2.4.2.2 Geostrophic Transport Anomalies 

The lower annual averages in the vertical transport anomalies between 2011 and 2018 in 

the north box can be explained by the geostrophic transport anomalies (Figure 2.14b). In this 

period, the geostrophic anomalies are persistently negative, i.e., more geostrophic convergence 

into the box, from 2011 – mid 2014, and the annual averages are negative for all years in this 

period. The south box also has negative annual averages for most years in this period, but the 

averages tend to be smaller and the anomalies are not persistently negative. During the marine 

heatwave and the El Niño, the magnitude of the geostrophic, i.e., downwelling, anomalies are 

largest in fall 2015 for both boxes. Results from Chapter 1 revealed that there was a stronger 

poleward APG force at this time that reflected the heightened equatorial activity causing 

poleward propagating CTWs.  

Table 2.4: CCUI statistics for the 100-day low-pass filtered net geostrophic and Ekman 
transport anomalies between the north and south boxes. The anomalies are constructed by 
removing the annual cycle, where the annual cycle is computed over 2000 – 2021. The 
correlation is at a lag of 0 days and this is provided along with the 95% confidence interval. 
The rms differences are reported between the geostrophic/Ekman anomalies. 

 Correlation ± 95% CI RMS Difference (Sv) 
Geostrophic Transport Anomalies 0.09 ± 0.01 0.079 

Ekman Transport Anomalies 0.85 ± 0.01 0.028 
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Over the record, the geostrophic transport anomalies in the north and south boxes show 

differences in the low-frequency variability, despite sharing SSH off of Point Conception in the 

CCUI construction. The geostrophic anomalies in the California boxes are not correlated with 

each other and the rms difference is large (Table 2.4). Despite the agreement in the geostrophic 

anomalies at the end of 2015 when both boxes were influenced by remote forcing, the low 

correlation between the north and south box geostrophic anomalies suggests that the two sections 

of coastline are also influenced by more local changes in the APG.  

The geostrophic and vertical transport anomalies in central California are well correlated 

with each other, while in southern California the correlation is moderate (Table 2.5). About 56% 

percent of the variance in vertical transport in central California can be explained by the 

geostrophic anomalies. This indicates the importance of the geostrophic transport in moderating 

the low-frequency upwelling variability off of California.  

Table 2.5: CCUI statistics for the 100-day low-pass filtered net geostrophic and Ekman 
transport anomalies with the vertical transport anomalies. The anomalies are constructed by 
removing the annual cycle where the annual cycle is computed over 2000 – 2021. The 
correlation is at a lag of 0 days and this is provided along with the 95% confidence interval. 
The rms differences between the geostrophic/Ekman and vertical transport anomalies are 
included. 

 Correlation ± 95% CI RMS Difference (Sv) 
North Box Geostrophic 

Transport Anomaly 
-0.74 ± 0.01 0.051 

North Box Ekman Transport 
Anomaly 

0.44 ± 0.02 0.068 

South Box Geostrophic 
Transport Anomaly 

-0.54 ± 0.02 0.048 

South Box Ekman Transport 
Anomaly 

0.58 ± 0.02 0.047 

 

2.4.2.3 Ekman Transport Anomalies 

In both boxes, Ekman transport anomalies and the annual averages of these anomalies 

also contributed to reduced upwelling at times between 2011 and 2018 (Figure 2.14c). Weaker, 



145 
 

i.e., more negative, Ekman anomalies are most apparent from late 2013 – fall 2015. The 

persistently less Ekman divergence in this period coincides with the persistently weaker vertical 

transport. Not only did the weaker upwelling favorable winds drive less upwelling, the results 

from Chapter 1 showed that they also drove poleward flow anomalies. The negative vertical 

transport anomalies change sign in late 2015 contemporaneously with the transition from 

negative to positive Ekman anomalies. Thus, this transition to greater upwelling was driven by 

upwelling favorable winds. 

Unlike the geostrophic record, the Ekman anomalies in the two California boxes indicate 

similar variability over the record. The Ekman anomalies are highly correlated with each other 

and the rms difference is small (Table 2.4). This suggests that the decorrelation scale in the low 

frequency wind field is larger than the alongshore length over the two boxes.  

The vertical transport anomalies and the Ekman transport anomalies in central California 

are not well correlated with each other, with the Ekman anomalies explaining only about 20% of 

the variance in the vertical transport anomalies and the rms difference is higher between the two 

anomaly records (Table 2.5). In southern California, the Ekman anomalies are moderately 

correlated with the vertical transport anomalies. For this box, the Ekman and geostrophic 

anomalies explain nearly the same amount of variance in low frequency upwelling. Thus, the 

year-to-year changes in upwelling are dominated by the geostrophic signal in central California, 

and in southern California the geostrophic and Ekman flows are nearly equally influential. 

2.4.3 Synoptic Upwelling Events  

Synoptic upwelling events are inspected for central and southern California to 

characterize upwelling on synoptic timescales. The method for upwelling event detection was 

described in Section 2.2.6 and the event statistics computed from these identified events will be 
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presented with respect to the long-term means and interannual variability during the 2014 marine 

heatwave and the 2015 – 2016 El Niño. Then, the relative roles of the wind-driven forcing and 

the APG on synoptic timescales are discussed.  

2.4.3.1 Long-Term Averages 

The upwelling event statistic calculations were explained in Section 2.2.6, and the three 

statists calculated are event intensity, event duration, and the number of upwelling events in a 

year. The first statistic, event intensity, is fairly similar across both California boxes (Table 2.6). 

Likewise, the event intensity standard deviations are similar for both boxes. The record-long 

mean in the event duration, i.e., the length of the upwelling phase, for both boxes is a little more 

than one week and most events last between 4 and 12 days long. The average number of 

upwelling events in a year is nearly the same in both central and southern California. The spreads 

in the number of events in a year are small, namely, the standard deviations are less than two 

events per year for both boxes.  

Table 2.6: CCUI high-frequency statistics over 2000 – 2021 for the north and south boxes. 𝜎 
is the standard deviation.  
 Average Event 

Intensity, ± 1 𝝈 
Average Event 
Duration, ± 1 𝝈 

Average Number of 
Events per Year, ± 1 𝝈 

North Box 0.242 ± 0.15 Sv 8.4 ± 3.5 days  18.6 ± 1.9 
South Box 0.273 ± 0.16 Sv 8.3 ± 3.8 days 20.4 ± 1.6 

 

2.4.3.2 Interannual Variability 

The low-frequency interannual variability in the upwelling event statistics is assessed for 

2014 and 2015 when there were the large-scale climate phenomena. In central California, the 

annual averages of event intensity are below the long-term mean in 2014 and 2015, as well as all 

of the annual averages between 2011 and 2018 (Figure 2.15a). The weaker event intensities in 

these years coincide with the weaker low frequency variability in vertical transport that was 
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presented in Section 2.4.2a. This decrease in the event intensities is not seen in the south box. 

The other two event statistics, event duration and the number of events in a year, are not 

anomalous in 2014 and 2015 for either of the boxes. It is emphasized that in this analysis, all 

upwelling events in a year were considered for the event statistics. Chapter 3 also investigates 

synoptic upwelling events, but Chapter 3 only uses events that occur during the upwelling 

season, i.e., February – June. Event statistics calculated on these upwelling events indicate 

weaker and shorter synoptic upwelling events in 2014 and 2015. Thus, on synoptic timescales 

(a) 

(b) 

(c) 

Figure 2.15: CCUI annual averages of upwelling event statistics for (a) the event intensity, (b) the 
event duration, and (c) the number of events per year. Horizontal dashed lines are the mean over 
2000 – 2021. Error bars in (a) and (b) denote the standard error of the mean.  
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upwelling was altered more so during the upwelling season than in the relaxation season during 

the 2014 marine heatwave and the 2015 – 2016 El Niño. 

2.4.3.3 Wind-Driven Forcing vs. Pressure Gradients  

For synoptic upwelling, intermittency in the wind field and propagating pressure 

gradients can both generate and modify upwelling events. Both mechanisms can shoal or 

suppress isopycnals and alter the local circulation as part of the upwelling-relaxation cycle. In 

both California regions, intermittency in the wind field has a smaller rms difference and accounts 

for a much larger amount of percent variance in the upwelling events than propagating pressure 

gradients (Table 2.7).  

Table 2.7: Rms difference and percent variance from r2 using the band-pass filtered CCUI. 
Positive lag means geostrophic/Ekman transport leads vertical transport. The band-pass filter is 
over 7 – 100 days. 

 Rms Difference 
(Sv) 

Percent 
Variance 

Lag 
(days) 

North Box Geostrophic & Vertical 
Transport Anomalies 

0.158 21%  4 

North Box Ekman & Vertical 
Transport Anomalies 

0.083 64%  1 

South Box Geostrophic & Vertical 
Transport Anomalies 

0.174 7%  1 

South Box Ekman & Vertical 
Transport Anomalies 

0.076 71%  0 

 

In central California, there is a marginal decrease in the rms difference and a slight 

increase in the percent variance explained by propagating pressure gradients, i.e., the geostrophic 

component of vertical transport, than in southern California. Unlike the Ekman term, which has 

no lag with the vertical transport in southern California, the geostrophic component has a 

minimal lag in southern California that increases by 3 days in central California. This suggests 

that the APG field is modified south of the southern box, i.e., off of Baja California, and these 

pressure gradients are generated close enough to southern California where they only take a day 
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to reach the south box. Based on this lag information, the speed at which these propagating 

pressure gradients reach central California is ~124 - 186 km/day, which is consistent with CTW 

phase speeds for southern California and Baja California (Enfield and Allen 1980; Enfield and 

Allen 1983; Hickey et al. 2003). Propagating pressure gradients account for a small fraction of 

the variance in synoptic upwelling, with most of the fluctuations in vertical transport due to 

wind-driven changes.  

The band-passed geostrophic transport anomalies over the two boxes are not well 

correlated with each other (Table 2.8). While this correlation is higher than the correlation at low 

frequencies, even at synoptic timescales there are local influences on the coastal APG in each of 

the California regions altering the net geostrophic transport. In contrast, the band-passed Ekman 

transport anomalies are well correlated across the two boxes indicating that wind-driven synoptic 

upwelling events tend to have alongshore spatial scales encompassing the lengths of the two 

boxes.  

Table 2.8: CCUI statistics for the 7 – 100 days band-pass filtered net geostrophic and Ekman 
transport anomalies between the north and south boxes. The correlation is at a lag of 0 days 
and this is provided along with the 95% confidence interval. The rms differences are reported 
between the north and south box geostrophic/Ekman anomalies. 

 Correlation ± 95% CI RMS Difference (Sv) 
Geostrophic Transport Anomalies 0.43 ± 0.02 0.085 

Ekman Transport Anomalies 0.81 ± 0.01 0.083 
 

The upwelling event statistics showed similar statistical mean values of upwelling 

strength, upwelling length, and the number of events in both California boxes. Upwelling events 

are largely driven by forcing from the wind field, but remote forcing such as off of Baja 

California can modify synoptic upwelling.  
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2.4.4 CCUI Summary 

A key result of examining vertical transport off of central and southern California over 

multiple timescales was the respective roles of wind-driven upwelling and coastal APGs at the 

different timescales of interest. The Ekman transport is responsible for driving the seasonality of 

upwelling, but the geostrophic transport shifts the upwelling season to occur earlier and weakens 

the vertical transport magnitudes during the upwelling season. The geostrophic transport explains 

much of the percent variance on interannual timescales in central California, whereas in southern 

California both the geostrophic and Ekman transport anomalies nearly equally explain the same 

amount of percent variance. Lastly, the wind-driven forcing explained most of the variance in the 

vertical transport on synoptic timescales. 

2.5 Heat Budget Results and Discussion 

The DM and CCE2 ADCP data measured more poleward flow close to the coast in the 

years of large-scale climate phenomena, as reported in Chapter 1. Did the poleward flow 

anomalies during the 2015 - 2016 El Niño drive a greater alongshore temperature flux? If so, was 

the temperature flux going into the box through the south side matched by the temperature flux 

exiting the box through the north side or was there an alongshore convergence into the box? To 

address these questions, the horizontal advective temperature fluxes are examined in relation to 

the large-scale climate phenomena followed by the vertical heat flux. Then, the net advective 

temperature flux, i.e., the sum of terms (2) – (5) in equation (22), is assessed alongside the 

change in temperature over the box, i.e., term (1) in equation (22). 

2.5.1 Horizontal Heat Fluxes  

The 2014 and 2015 anomalous poleward flow presented in Chapter 1 is expected to have 

caused a greater poleward temperature flux. If there was a greater temperature flux through the 
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south side than through the north side of the control volume, then this would have encouraged 

warming over the box, i.e., a larger term (1) in equation (22). To test this, the horizontal 

temperature fluxes, which are scaled by the volume of the box and applied over 1 day to yield 

units of temperature change, are inspected in the years of the large-scale climate phenomena 

(Figure 2.16). The sign of the horizontal temperature fluxes in Figure 2.16 are dependent on the 

sign of the volume transport, since transport is multiplied with an always positive temperature 

value. Generally, northward temperature fluxes through the north and south sides are strongest in 

summer, and this is when the temperature flux through the west side is strongest offshore.   

During the years of the large-scale climate phenomena, a broken glider conductivity 

sensor in the second half of 2014 limits coverage of the horizontal temperature fluxes. In winter 

2013/2014, there is evidence of an enhanced onshore temperature flux through the west side 

despite intermittent sampling (Figure 2.16). Zaba et al. (2020) also report anomalous onshore 

heat advection that peaks in January 2014. In this winter, there is a poleward temperature flux 

through the north and south sides. In the second half of 2014, there are large amplitudes in the 

poleward temperature flux through the north side causing heat advection out of the box. 

Figure 2.16: Horizontal temperature fluxes scaled by the volume of the box and applied over 1 
day to yield units of temperature change. Positive values in the north (red) and south (blue) sides 
timeseries denote a poleward temperature flux, while positive values in the west (green) side 
timeseries represent an onshore temperature flux. Negative values in the net horizontal 
temperature flux (black) act to decrease temperature over the box. 
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However, due to the sensor failure it is unknown if this is compensated for by lateral temperature 

fluxes into the box through the other two sides. The horizontal temperature flux timeseries in 

2015 illustrates multiple episodes of large poleward temperature flux through the south side and 

an increased northward temperature flux through the north side. The alongshore temperature 

fluxes show an alongshore convergence into the box. This is similarly seen in Zaba et al. (2020) 

over summer – fall 2015. The greater onshore temperature flux through the west side during the 

marine heatwave and the more northward temperature flux during the El Niño were also seen off 

of central California (Chao et al. 2017). 

The net horizontal temperature flux, i.e., the horizontal flux convergence, is determined 

as the sum of the horizontal advective terms in the heat budget (black line in Figure 2.16). 

Positive values in this curve indicate that the horizontal temperature fluxes accumulate heat in 

the control volume. The net horizontal temperature flux is typically negative with largest 

magnitudes in spring during the upwelling season. The negative net horizontal temperature flux 

is expected since upwelling is year-round, i.e., there is a horizontal volume flux divergence (see 

Section 2.4.1), and the volume fluxes are multiplied by positive temperatures. By design the 

volume budget balances, so the horizontal volume flux divergence, and hence the horizontal 

temperature flux divergence, is compensated by a vertical volume flux convergence, and hence a 

vertical temperature flux convergence at 50 m depth. This vertical temperature flux is discussed 

more in the next section. In summer/fall, there can be heat advected into the box, but these 

magnitudes are small and these positive values in Figure 2.16 are largely due to poleward heat 

advection through the south side. In general, the horizontal temperature fluxes act to reduce the 

box-averaged temperature.  
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2.5.2 Vertical Temperature Flux 

The 50 m vertical temperature flux scaled by the volume of the box and applied over 1 

day to yield units of temperature change is positive most of the time due to typical year-round 

upwelling (Figure 2.17). Generally, this term has larger magnitudes during the upwelling season 

when vertical transport is strongest. Since the vertical transport relies on contemporaneous 

observations at all of the box endpoints, the vertical temperature flux in 2014 and 2015 cannot be 

approximated during much of this time. Starting in winter 2015/2016, the temporal coverage in 

the vertical temperature flux improves and the vertical temperature flux changes sign several 

times in this winter. This behavior is analyzed on event timescales with the horizontal 

temperature fluxes and is related to remote, i.e., equatorially-driven CTWs, and local, i.e., wind-

driven, forcing.  

When there is downward and near 0 temperature fluxes in fall 2015 (Figure 2.17), these 

periods coincide with large northward temperature fluxes through the north and the south sides 

of the box (Figure 2.16). In fall 2015, there were multiple CTWs that caused positive SSHa as 

they propagated poleward from the equator (Figure 1.11). These coastally trapped signals raised 

Figure 2.17: Vertical temperature fluxes at 50 m depth scaled by the volume of the box and applied 
over 1 day to yield units of temperature change (blue). Also shown is the residual of the horizontal 
temperature fluxes, the temperature fluxes through the surface, and the box-averaged temperature, 
i.e., the right-hand side of equation (24; red). Error bars of the temperature flux at 50 m depth use 
the geostrophic transport error (see Appendix B) and the temperature error at 50 m depth (see 
Appendix C). 
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sea levels near the coastline and drove poleward geostrophic flow due to the cross-shore sea 

level difference. As these downwelling CTWs propagate through the control volume they 

subduct isopycnals and this drives a poleward baroclinic flow. This explains the northward 

temperature fluxes through the north and south sides of the box. As the CTW events enter the 

control volume and propagate through the south side, this causes more poleward barotropic and 

baroclinic flows that lead to more of a horizontal volume flux convergence. The increased 

horizontal volume flux convergence is compensated by a larger vertical volume flux divergence, 

and hence there is a greater downward temperature flux at 50 m depth. 

As the CTWs propagate through the box and exit through the north side, this causes 

higher SSH at the northeast box endpoint than at the southeast box endpoint. Thus, there is an 

equatorward APG force driving geostrophic divergence, i.e., more geostrophic transport out of 

the box. So, as the CTWs enter the control volume through the south side they drive geostrophic 

convergence and as the CTWs exit through the north side they drive a geostrophic divergence. 

The geostrophic divergence drives a greater offshore temperature flux through the west side of 

the box (Figure 2.16) and a larger upward temperature flux through the bottom of the box 

(Figure 2.17). This demonstrates how the remote forcing influences the vertical temperature flux 

during the 2015 – 2016 El Niño.  

2.5.3 Volume-Averaged Temperature Change Anomalies and Net Advective 

Anomalies 

 Several studies have reported unusually warm conditions along the US west coast 

persisting over 2014 and 2015 during the marine heatwave and the El Niño (Bond et al. 2015; Di 

Lorenzo and Mantua 2016; Robinson 2016; Zaba and Rudnick 2016; Chao et al. 2017; 

Gentemann et al. 2017). The warming in these years could be due to surface heating, advective 
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processes, or both. The temperature changes over southern California are examined alongside net 

heat advection, i.e., both the horizontal and vertical advective components, into the control 

volume for the years of the large-scale climate phenomena. As a reminder, the volume flux is 

balanced exactly prior to computing the advective terms in the heat budget equation.  

Overlapping observations in time at the multiple sites are sparse in 2013 – 2015, with 

only short periods of information available from the analysis of the temperature fluxes into 

southern California (Figures 2.16 and 2.17). However, some notion of warming is apparent by 

the positive ∆𝑇 anomalies in winter 2013/2014 alongside positive anomalies in the net heat 

advection (Figure 2.18). Onshore absolute temperature fluxes through the west side contribute to 

the warming in the box at this time (Figure 2.16). There is also an anomalous downward 

temperature flux through the surface (Figure 2.18). These results agree with model data in 

southern California that found that the warming in winter 2013/2014 was due to the air-sea 

temperature flux in addition to advection from the west (Zaba et al. 2020). Off of central 

California, model data also showed anomalous warming in winter 2013/2014 and this was 

Figure 2.18: Anomalies of the volume-averaged temperature change over the box along with the 
net advected temperature anomalies and the air-sea temperature flux anomalies. Anomalies are 
constructed based on removing the annual cycle which is computed over 2013 – 2020 and the 
anomalies are low-pass filtered over 80 days.  
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equally due to atmospheric forcing and advection of warmer waters from the west (Chao et al. 

2017).  

Another notable period of warming during the large-scale climate phenomena is in 

summer - fall 2015/2016. The increase in average temperature over the box is forced by large 

positive anomalies in the net advected temperature fluxes, and the net advected temperature 

fluxes are caused by enhanced poleward temperature fluxes through the south side (Figure 2.16). 

This was attributed to remote forcing from poleward propagating CTWs (Figure 1.10). Model 

data revealed advection from the south caused the winter warming off of central California 

(Chao et al. 2017), whereas model data in southern California suggest both atmospheric forcing 

and advection from the south drove increased changes in temperature (Zaba et al. 2020).  

Observations of the volume-averaged temperature changes and advected temperature 

fluxes in southern California are not continuous, but brief periods were captured during the 2014 

– 2016 warming containing the 2014 marine heatwave and the 2015 – 2016 El Niño and these 

periods reveal warming in agreement with other studies. Warming during the marine heatwave 

was associated with atmospheric forcing and onshore temperature fluxes through the west side of 

the box, while warming during the El Niño was driven by larger poleward temperature fluxes 

through the south side of the box. When temperature changes over the box are anomalously 

positive, these anomalies are often associated with increased temperature fluxes into the box 

demonstrating that advection is an important mechanism for causing warming in southern 

California. 

2.6 Conclusion 

This chapter introduced a new upwelling index for southern California that utilizes in-situ 

measurements. This work expanded upon previous efforts of approximating upwelling in 
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southern California from observations (Roemmich 1989; Bograd et al. 2001) where here we 

include high-frequency variability in the vertical transport. The method for constructing the 

upwelling index was applied for the coast off of central California to compare upwelling from 

two regions of California and this method can be tried in other EBUS. The CCUI was shown to 

be a promising new upwelling index that can be a useful tool for scientists in evaluating the 

physical forcing in coastal upwelling regions. The volume transport was also an important part of 

the southern California heat budget, and the heat budget identified the drivers of the anomalous 

warming in southern California during the years of large-scale climate phenomena. 

 First, this chapter computed the volume budget over the upper 50 m layer for southern 

California, quantified the uncertainty in the vertical transport, and derived a new upwelling 

index. Observations in southern California were used to perform a volume budget and the error 

analysis on the vertical transport derived from the volume budget were carefully considered in 

order to quantify the various sources of error. The error analysis warranted making the Coriolis 

parameter the same over the box and simplifying the dynamic height calculations at the inshore 

box endpoints to use only the inshore depth-independent fluctuations from tide gauges and the 

mean CMEMS ADT for computing net geostrophic transport. This geostrophic transport 

estimate was used with the Ekman transport to construct the new upwelling index, the CCUI. 

The CCUI provided a more complete timeseries of vertical transport through the 50 m level in 

southern California with a longer upwelling estimate and fewer gaps in the temporal coverage. 

The upwelling index proposed here utilizes already existing data products that provide data at 

near real time. This does not require running a model and this method is capable of capturing 

upwelling events on weekly timescales. 
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  Prior to analyzing the CCUI timeseries, this new upwelling index was validated against 

other upwelling measures. The CCUI was moderately correlated with CASE and CUTI in both 

California regions (Tables 2.2 and 2.3), and like the CCUI, both CASE and CUTI account for 

cross-shore geostrophic influence and alongshore gradients in the cross-shore wind stress on the 

vertical transport. If the CASE and CUTI uncertainties are similar to the CCUI uncertainty, then 

these other upwelling estimates generally agree with the CCUI within the uncertainties in the 

vertical transport based on the rms differences. 

  The CCUI and its geostrophic and Ekman constituents were assessed over different 

timescales. In the annual cycle, there was year-round upwelling, where upwelling was defined by 

the volume flux across 50 m depth. Upwelling intensified in March – May with a secondary 

upwelling increase over the winter months. Qualitatively, the spring upwelling was forced by the 

wind stress, whereas the wintertime increase in upwelling was related to more geostrophic 

divergence. Weaker upwelling occurred during the 2014 marine heatwave and the 2015 - 2016 

El Niño as a result of persistently weaker upwelling favorable winds. There were significant 

onshore geostrophic transport anomalies in late 2015 related to the large poleward APG from 

remotely-forced CTWs, but this was countered by a wind switch to greater upwelling favorable 

winds. The synoptic upwelling event statistics were very similar for both central and southern 

California. Upwelling event intensities, i.e., the range of vertical transport during upwelling, 

were about 0.26 Sv on average over the record, the upwelling phase of upwelling events 

typically lasted 8 days long, and generally there were 20 upwelling events in a year.  

The vertical transport annual cycle was largely driven by the seasonality in the Ekman 

transport, but the strength of the vertical transport annual cycle and the timing of the upwelling 

season were substantially modified by the geostrophic transport. At low frequencies, the 
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geostrophic transport in central California explained 55% of the vertical transport variance, while 

in southern California both the geostrophic and Ekman transport explained nearly equal amounts 

of the percent variance. The difference in the variance explained by the geostrophic transport in 

central and southern California demonstrates the importance of local influences on the coastal 

APG on interannual timescales. On synoptic timescales, upwelling was largely forced by Ekman 

transport with the wind forcing explaining about 70% in the vertical transport variance. 

Remotely forced propagating pressure gradients, e.g., generated off of Baja California, accounted 

for about 20% or less of the variance in vertical transport, and the implied phase speeds of these 

disturbances agreed with known coastal trapped wave speeds from this region. At the multiple 

timescales of interest, the results showed that both the wind field and the coastal pressure 

gradients are important for driving and modifying coastal upwelling and that both of these 

factors should be considered when approximating upwelling. 

  Lastly, the heat budget was examined for the years of large-scale climate phenomena. 

Temperature changes in southern California associated with the 2014 marine heatwave were 

driven by onshore advection of heat through the west side of the box as well as increased surface 

heating. Temperature changes in southern California during the 2015 - 2016 El Niño were driven 

by northward heat advection through the south side of the box that was not matched by the 

poleward heat transport through the north side of the box. The heat budget results signified the 

pathways for how warmer waters entered southern California during the 2014 marine heatwave 

and the 2015 – 2016 El Niño. 

The results of this chapter emphasized the roles of the physical processes that drive 

upwelling. This includes the wind-driven upwelling and cross-shore geostrophic transport which 

are important factors controlling physical, biogeochemical, and ecological variability in EBUS. 
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Monitoring these fluctuations at higher frequencies, i.e., daily - weekly, and over long periods of 

time is useful for understanding long-term variability of upwelling while also capturing time 

scales of interest that stimulate biological responses like recruitment and retention. Furthering 

our understanding of upwelling through its physical drivers and utilizing observational records 

addresses many of the objectives and priorities of Climate and Ocean: Variability, Predictability 

and Change (CLIVAR), which has a research focus specifically on EBUS. The highly productive 

ecosystems fostered by EBUS coupled with their close proximity to coastal human populations 

makes them a societally relevant research topic. Modeling of these systems is important for their 

impact on climate simulations (Large and Danabasoglu 2006), but large biases in the models 

persist and argue the need for a better understanding of the physical processes in EBUS 

(Toniazzo and Woolnough 2014; Balaguru et al. 2021; Farneti et al. 2022). The work presented 

here addresses some of these concerns by examining the role of geostrophic convergence on 

upwelling and helps further the knowledge needed to improve upwelling models.   
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2.8 Appendix A:  Constructing the Total Dynamic Height  

2.8.1 Total Dynamic Height   

 Total dynamic height is constructed for each of the box endpoints. This includes an 

explanation of how the time-varying baroclinic, time-varying barotropic, and time-independent 

data sets are used, and the uncertainties associated with merging the dynamic height. For all error 

estimates, the reader is referred to Appendix B for a description of these calculations. 

2.8.1.1 North Side Dynamic Height   

a.) North Side Inshore Endpoint Dynamic Height 

On the north side of the box, gliders transit between CCE2 and inshore which takes about 

3 - 4 days one way. When the glider is inshore, the temperature and salinity measurements are 

collected and used as a pseudo inshore mooring. This creates a dataset similar to a mooring 

platform but with intermittent sampling that is linearly interpolated in time between glider visits. 

Prior to 2015, gliders were programmed to mostly stay near the CCE2 site with very irregular 

inshore transits (Figure 2.2). Dynamic height is computed from the temporally interpolated data 

set. The geostrophic transport error associated with the glider temperature and salinity sensor 

measurements and the error from temporally interpolating the glider data are 0.001 Sv and 0.03 

Sv, respectively. Additionally, the glider does not travel all the way to the coast and the 

magnitude of the transport inshore of the pseudo mooring is approximated as 0.03 Sv.  

The barotropic fluctuations are added to the dynamic height profiles from SSH spatially 

interpolated from the Port San Luis (PSL) and Santa Barbara (SB) tide gauges. These are the 

closest tide gauges north and south, respectively, of the pseudo mooring. The error in the tide 

gauge sea level measurements is 0.02 Sv per site. Between 2000 – 2005, there were no sea level 

measurements at SB, so the Santa Monica (SM) tide gauge (Figure 2.1) is utilized instead. 



164 
 

Lastly, the mean from ADT is added to the dynamic height profiles and the error in the estimate 

of the mean is 0.12 Sv. 

b.) North Side Offshore Endpoint Dynamic Height 

At the offshore endpoint on the north side, glider profiles of temperature and salinity 

measure the upper ~600 m of water, whereas mooring temperature and salinity measurements 

only span the upper 80 m. Since the glider measures at deeper depths than the mooring, the 

glider data are used for computing the time-varying baroclinic contributions to dynamic height at 

CCE2. When the glider is station-keeping at CCE2, i.e., not transiting inshore, the temperature 

and salinity data are temporally interpolated to fill in the periods when the glider is not at CCE2. 

Interpolating the glider data yields a transport error of 0.01 Sv, while the transport error from the 

glider temperature and salinity sensors is 0.02 Sv. This error is larger at CCE2 than at the 

northeast endpoint of the box because dynamic height at CCE2 is referenced with the PIES 

bottom pressure, which involves integrating density over the water column as oppose to only 

Figure 2.19: WOA profiles of (a) temperature and (b) 
salinity at CCE2 and CORC3. 

(a) (b) 
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over the upper 50 m like at the northeast box endpoint. The details of this step are explained 

next. 

The bottom mounted CCE2 PIES lies at 870 m depth, so density must be estimated down 

to this depth. Temperature anomalies from the deepest glider measurement and at the depth of 

the PIES are linearly interpolated over the ~270 m vertical gap. These anomalies are the 

residuals after the WOA mean temperature (Figure 2.19a) is removed from the temperature at the 

depths of the deepest glider measurement and the PIES. The interpolated temperature anomalies 

between ~600 – 870 m depth then have the WOA temperature mean added back in. Interpolating 

the temperature anomalies in this fashion accounts for the curvature in the WOA profile (Figure 

2.19a).  

As mentioned in Section 2.2.2, the second CCE2 PIES deployment was not recovered 

and temperature data were not telemetered. During this PIES deployment, glider temperature 

anomalies from the deepest measurement are assumed constant and extrapolated down to the 

PIES depth. Then the mean WOA temperature profile is added to the extrapolated anomalies. 

This same procedure is used for the most recent PIES deployment since the PIES is still 

deployed.  

The PIES do not include conductivity sensors, so salinity at the PIES depth is 

approximated based on the PIES adjusted temperature, i.e., the PIES temperature sensor mean is 

replaced by the WOA temperature mean at this depth, and from the fitted temperature-salinity 

curve to WOD data (Figure 2.20a). The pink circles in Figure 2.20a show the predicted salinity 

at the PIES depth based on the PIES adjusted temperature. The uncertainty in density at the PIES 

depth produces a transport error of 0.003 Sv. Like temperature, salinity fluctuations are linearly 

interpolated between the PIES depth and the deepest glider measurement, and then the WOA 
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mean salinity (Figure 2.19b) is added. The transport error associated with estimating temperature 

and salinity in the bottom layer from interpolating the anomalies is 0.002 Sv.  

For the second CCE2 PIES deployment there are no temperature data, so glider salinity 

anomalies from the deepest measurement are assumed constant and extrapolated down to the 

PIES depth. Then the WOA mean salinity is added to the salinity anomalies. This is similar to 

how the glider temperature anomalies are handled. For the currently deployed PIES, where the 

telemetered data do not include temperature measurements, the salinity anomalies from the 

deepest glider measurement are also assumed constant and extrapolated down to the bottom, 

where the WOA mean is then added. This resultant transport error from extrapolating the 

anomalies is 0.003 Sv.  

Dynamic height is computed from the complete profiles of temperature and salinity from 

the surface down to the depth of the PIES and this is referenced with the bottom pressure 

Figure 2.20: Temperature-salinity diagrams at (a) CCE2 and (b) CORC3. WOD data are the blue 
circles, the red line is a temperature-salinity (T-S) fit to the WOD data, the pink circles on top of 
the red line are approximations of salinity at the depth of the PIES based on the T-S fit, and the 
other colored circles denote observations of temperature and salinity from gliders and moorings. 
Moorings 1, 2, and 3 in (b) reference the mooring deployment. 

(a) (b) 
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fluctuations. The PIES have an approximated sensor error that when integrated over 50 m is 0.06 

Sv. There is a gap in the bottom pressure measurements between late 2019 – mid 2020 (Figure 

2.2), which is filled by GLORYS and CMEMS Forecast SSH data. Since SSH provides the 

barotropic fluctuations in this period, the baroclinic component of dynamic height is referenced 

to the surface. Next, the dynamic height mean is added from the offset in equation (9) using 

CMEMS ADT data at the surface.  

2.8.1.2 West Side Dynamic Height   

a.) West Side Northern Endpoint Dynamic Height 

For the west side of the box, the northern endpoint is the same as the offshore endpoint 

on the north side of the box. Thus, the construction of the total dynamic height field at this 

location was explained in Section 2.8.1.1b. 

b.) West Side Southern Endpoint Dynamic Height 

At CORC3, mooring measurements of temperature and salinity at fixed depths require 

interpolating temperature and salinity between the sensor depths. The mean temperature and 

salinity are removed for each sensor, and the resulting temperature and salinity anomalies are 

vertically interpolated from the shallowest sensor to the deepest sensor on the mooring. These 

property anomalies then have the WOA mean added to account for the curvature in the 

temperature and salinity profiles (Figure 2.19). When the mooring was broken (Figure 2.2), 

gliders served as a replacement mooring performing repeated dives at the site. The transport 

error from the glider baroclinic measurements is 0.02 Sv and the transport error from the 

mooring temperature and salinity sensor errors is 0.01 Sv. 

The gliders and mooring do not sample all the way down to the bottom-mounted PIES at 

840 m depth and there is ~100 m between the deepest density measurement and the PIES depth. 
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Like at CCE2, temperature is approximated over the bottom layer by interpolating the PIES and 

the deepest mooring/glider temperature anomalies, and then adding in the WOA mean 

temperature profile (Figure 2.19a). The CORC3 PIES temperatures are used to estimate salinity 

at the bottom based on WOD data (Figure 2.20b). Figure 2.20b shows that some of the deeper 

mooring measurements overlap in temperature-salinity space with the PIES temperature and 

agree with the estimated salinity at the PIES depth. The transport error from the density 

uncertainty at the PIES depth is 0.001 Sv, and the transport error from the interpolation of 

temperature and salinity anomalies in the bottom layer is 1.16 × 10-4 Sv.  

Since this is a subsurface mooring, the upper ~35 m are not sampled and require 

approximating density in this layer. Gliders do profile the upper ocean so when they are active, 

the upper 35 m are sampled. During mooring deployments, satellite SST from the GHRSST 

product and MLD information from the CMEMS ARMOR3D product aid in approximating 

temperatures in the upper ~35 m. If the mixed layer is deeper than 35 m, then temperature in the 

upper ~35 m is assumed to be the same as the SST. If the mixed layer is shallower than ~35 m, 

then temperature throughout the mixed layer is assumed to be the same as the SST. Between the 

mixed layer and the shallowest mooring instrument, the temperature anomalies from the 

shallowest sensor are assumed constant and extrapolated upward to the bottom of the mixed 

layer. These anomalies then have the WOA mean added to them.   

To estimate salinity in the upper ~35 m, salinity from the shallowest mooring sensor have 

the mean removed and the anomalies are assumed constant and extrapolated up to the surface. 

Then the WOA mean is added to the anomalies. If the MLD is deeper than ~35 m, then the 

salinities derived from the extrapolation process are averaged in the upper ~35 m and this value 

is assumed to be homogenous over the upper ~35 m. If the MLD is shallower than ~35 m, then 
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the salinities within the mixed layer are averaged and it is assumed that this average is the 

salinity over the mixed layer. The transport error associated with estimating temperature and 

salinity near the surface at CORC3 is 0.02 Sv, and this error was smaller than the error when 

extrapolating the temperature and salinity fluctuations from ~35 m depth upward and adding in 

the WOA mean temperature and salinity, respectively.  

Using the complete profiles of temperature and salinity over the water column, dynamic 

height is calculated and is referenced with the PIES bottom pressure. Then the mean absolute 

dynamic height from the CMEMS data is incorporated.  

2.8.1.3 South Side Dynamic Height   

a.) South Side Offshore Endpoint Dynamic Height 

For the south side of the box, the offshore endpoint is the same as the southern endpoint 

on the west side of the box. Thus, the construction of the total dynamic height field is the same 

as that discussed in Section 2.8.1.2b. 

b.) South Side Inshore Endpoint Dynamic Height 

At DM the vertical sampling is dense, where instruments on the mooring span the entire 

water column. This provides the time-varying baroclinic component of dynamic height and the 

associated transport error from the sensors is 0.001 Sv. There is a small segment between DM 

and the coast that does not get measured by the mooring and the transport missed near the coast 

is approximated as 0.01 Sv. 

The dynamic height profiles from the mooring are referenced with the San Diego (SD) 

tide gauge SSH. Next, the mean signal is added from the CMEMS ADT.  
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2.9 Appendix B:  Volume Budget Errors 

In the volume budget, there are uncertainties in both the geostrophic and Ekman 

transports. The geostrophic transport errors are discussed first in Section 2.9.1 followed by the 

Ekman transport errors in Section 2.9.2. Many of the error bars shown in this chapter represent 

the geostrophic transport error. In the upwelling comparisons, i.e., Section 2.3, all of the 

upwelling indices use a wind product that has some uncertainty. So, the CCMPv2 Ekman 

transport error is not included in many of these error bars and instead the vertical transport error 

is the geostrophic transport error. However, an error estimate for the Ekman transport is 

discussed in Section 2.9.2. 

2.9.1 Geostrophic Transport Errors   

The geostrophic transport errors stem from using the multiple observational platforms 

and products for determining the dynamic height. These errors are assumed to be statistically 

independent from one another and are combined as, 

𝜎 = À𝜎5+ + 𝜎++ +⋯+ 𝜎Y+,     (B.1) 

where N denotes the different contributors to the total geostrophic transport error. Many of the 

inshore box endpoint geostrophic transport errors are associated with approximating CCUI and 

these are discussed in Section 2.9.1.1, while the errors in the dynamic height profiles at the 

offshore box endpoints are described in Section 2.9.1.2. The latter group does not contribute to 

the vertical transport error in CCUI since it does not incorporate the offshore box endpoint 

dynamic height profiles.  

2.9.1.1 Inshore Endpoint Errors 

The errors in the dynamic height profiles from the inshore box endpoints are presented in 

this section and many of these errors factor into the vertical transport error in CCUI. These errors 
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include the errors in the baroclinic component of the dynamic height profiles, the time-varying 

depth-independent aspect of dynamic height, and the mean dynamic height. The errors are given 

for weekly, monthly, and seasonally filtered data as the transport figures in Sections 2.3 and 2.4 

show data filtered at these time scales.  

a.) DM Mooring Sensor Error 

At DM, the instruments on the mooring induce an error in the baroclinic component of 

the dynamic height profiles. This error is due to the sensor errors in measuring temperature and 

salinity. These are fixed point measurements on the mooring with five instruments in the upper 

50 m and the instrument errors are independent of each other. For temperature, a sensor error is 

assumed to be 0.003ºC and for salinity the conductivity sensor error is assumed to be 0.01 psu. 

This is based on a mooring post-calibration analysis by Kanzow et al. (2006) with a modification 

made to the salinity error. Since the study area in this chapter is a region of high upwelling, 

biofouling accumulates more rapidly and in practice the salinity error is larger than the 0.003 psu 

reported by Kanzow et al. (2006). Sensors are calibrated before and after each deployment which 

is then used to remove a linear drift over the deployment period. This mitigates instrument error 

induced by the mooring sensors and details of this calibration technique are described in Kanzow 

et al. (2006). Using the temperature and salinity sensor errors given above, a transport error is 

approximated for the DM mooring based on the error in the dynamic height profile from the 

baroclinic contribution.   

To ascertain the error in dynamic height at DM from the instruments, 10,000 profiles are 

created for temperature and salinity that use the mean DM temperature and salinity profile for 

the upper 50 m. Then a randomly generated sensor offset of ± 0.003ºC for temperature and ± 

0.01 psu for salinity is added to the temperature and salinity profiles, respectively. Each of the 
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five instruments in the upper 50 m on the mooring have an error that is independent from the 

other instruments, which gets reflected in the random error generation by making it independent 

with depth. Once the 10,000 profiles for temperature and salinity are simulated, dynamic height 

is computed and evaluated against the dynamic height calculated from the mean temperature and 

salinity profiles. The rms error is deduced from the difference in the dynamic height profiles 

from the randomly simulated profiles and the mean dynamic height profile. This error when 

integrated over the upper 50 m gives a transport error of 0.0006 Sv (Table 2.9).  

Table 2.9: Transport errors at the inshore endpoints of the southern California box in Figure 
2.1. Those errors which get smaller at lower frequencies due to a smaller noise signal are also 
listed. Transport errors are based on integrating over the upper 50 m. 
 Weekly Filtered (Sv) Monthly Filtered 

(Sv) 
Seasonally Filtered 

(Sv) 
DM Mooring Sensors 0.0006  

PC Glider Sensors 0.0013 
PC Temporal 
Interpolation 

0.0321 0.0224 0.0164 

Baroclinic 
Contribution 

0.0396 0.0379 0.0245 

DM Inshore 
Transport 

0.0110 0.0095 0.0075 

PC Inshore Transport 0.0264 0.0228 0.018 
Coriolis error 0.0122 0.0108 0.0093 
Tide Gauge 0.0206 0.0127 0.0061 

CMEMS Mean 0.1212  
Total CCUI Error 
(Mean Included) 

0.1854 0.1804 0.1756 

Total CCUI Error 
(Mean Excluded) 

0.0706 0.0561 0.0381 

 

b.) PC Glider Sensor Error 

Off of Point Conception, the pseudo inshore mooring also contributes an error to the 

baroclinic component of the dynamic height profiles. To attain an error for this platform, a 

similar approach is employed that was used in the previous section with the DM mooring, but 

with a few additional considerations. The dynamic height measurements at this location are made 
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by a glider with similar temperature and salinity instruments, so the sensor error is the same. For 

assessing the error due to the glider sensors, 10,000 profiles are created using the record-long 

glider mean temperature and salinity in the upper 50 m and a random error is added to the 

profiles. The random errors are constrained to be within the sensor errors, as stated in the 

previous section. Unlike at DM, the sensor errors at this endpoint of the box do not change with 

depth, i.e., the same sensor measures at all depths in the upper 50 m, so each randomly generated 

error is held the same over the upper ocean. The rms error in dynamic height from the glider 

sensors corresponds to a geostrophic transport error of 0.0013 Sv (Table 2.9).  

c.) PC Glider Temporal Sampling Error 

A second error is introduced by the inshore pseudo mooring which deals with the 

intermittent glider sampling inshore. The glider is programmed to make cross-shore transects so 

it only resides inshore part of the time. The dynamic height at this endpoint is linearly 

interpolated over the period when the glider is not present which introduces a temporal sampling 

error. The temporal error is estimated based on mooring data at CCE2. To approximate this error, 

a subset of the mooring data is extracted which includes only the days for which the glider is 

located inshore. This subset of temperature and salinity data is linearly interpolated between gaps 

in time. This mimics the handling of the intermittent glider data inshore. Dynamic height is then 

computed on the interpolated dataset and this is compared to the dynamic height from the full 

mooring record. The resultant rms error from the differences in the dynamic height profiles 

yields a weekly filtered transport error of 0.0321 Sv (Table 2.9). 

d.) Baroclinic Contributions to Total Geostrophic Transport 

The difference between the second and third upwelling indices in Section 2.2.4 is the 

inclusion of the baroclinic component of the dynamic height profiles in the second index. Not 



174 
 

using the baroclinic contribution as in the third index allows for a longer upwelling timeseries 

with fewer gaps. However, neglecting the baroclinic component comes with an associated error 

for approximating the vertical transport. To determine the error by not using the baroclinic 

portion of the dynamic height profiles as in the third upwelling index, the baroclinic component 

is considered to be the difference in net geostrophic transport that is utilized in the constructions 

of the second and third upwelling indices. The rms error for these two timeseries has a resultant 

weekly filtered transport error of 0.0396 Sv which represents the size of the baroclinic 

contribution to the total geostrophic transport (Table 2.9). 

e.) Alongshore Transport Inshore of the Box    

The DM mooring and the pseudo mooring off of Point Conception are not at the coast. 

The DM mooring contains a downward looking ADCP that measures the currents in the upper 50 

m, so these data are used to approximate the transport inshore of the DM site. It is assumed that 

the upper 50 m averaged alongshore velocity measured by the ADCP is constant across the shelf. 

The magnitude of the alongshore velocity averaged in this layer is shown in Figure 2.21 and this 

is integrated across the shelf, a distance of about 5 km, to yield a transport of 0.0110 Sv. To 

estimate the transport inshore of the northeast endpoint of the box, the velocity fluctuations in the 

Figure 2.21: DM ADCP alongshore velocity averaged over the upper 50 m and weekly low-pass 
filtered. The alongshore velocity is taken as the north-south direction. 
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upper 50 m inshore of the pseudo mooring are assumed to be similar to those measured by the 

DM ADCP. This is then integrated across a shelf width of about 12 km to yield a transport of 

0.0264 Sv. The approximated transports inshore of the northeast and southeast endpoints of the 

box are listed in Table 2.9 for multiple time filters.  

f.) Latitudinal Variations in the Coriolis Parameter  

In Section 2.2.4, the geostrophic component is assumed to have a constant 𝑓 over the 

box. The error in assuming that the Coriolis parameter remains constant over the box is deduced 

by recomputing the geostrophic velocity through each of the box sides using the box-averaged 

Coriolis parameter. The net geostrophic transport from these velocities is compared to the net 

geostrophic transport that uses 𝑓 values dependent on the latitude of the box side. This yields a 

weekly filtered transport error of 0.0122 Sv (Table 2.9).  

g.) Tide Gauge Error  

Another contribution to the geostrophic transport error is the sea level measurement error 

from coastal tide gauges. Previous studies have published these errors for sea level sensors at 

higher frequencies, e.g., 6-minutely and hourly (Woodworth and Smith 2003; Boon et al. 2012). 

For week-long timescales, it is expected that this error is reduced as some of the instrument noise 

is averaged out. To ascertain the tide gauge errors at this frequency, acoustic and radar data are 

acquired at several tide gauge locations along the US west coast. These sites are at Crescent City, 

Point Reyes, Santa Monica, San Diego, and La Jolla (Figure 2.22). These tide gauges are part of 
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the National Water Level Observation Network (NWLON) and are operated by NOAA’s Center 

for Operational Oceanographic Products and Services (CO-OPS; 

https://tidesandcurrents.noaa.gov/). Tide gauges were transitioned from acoustic to radar sensors 

at various times between 2013 and 2018 and while these data are public, they were retrieved via 

personal communication. Some overlap exists between the installations of the acoustic and radar 

sensor that is long enough to determine the sea level measurement error on weekly timescales.  

 

The acoustic and radar sea level data are 6-minute averages and are initially de-tided 

using t_tide.m. This is software is publicly available by Rich Pawlowicz 

(https://www.eoas.ubc.ca/~rich/index.html). This software does not remove all of the tidal signal, 

so data are low-pass filtered with a 36-hour Butterworth filter. Then data are daily averaged and 

Table 2.10: Tide gauge daily and weekly rms errors using acoustic and radar sensors at 
each site. 

Tide Gauges RMS Error – Daily (m) RMS Error – Weekly (m) 
Crescent City 0.0024 0.0017 
Point Reyes 0.0066 0.0038 

Santa Monica 0.009 0.006 
San Diego 0.0022 0.0017 
La Jolla 0.0364 0.0232 

Figure 2.22: Tide gauge locations used for determining 
the tide gauge sensor error. 
 

Crescent City 

Point Reyes 

Santa Monica 

San Diego 

La Jolla 
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weekly filtered, and most of the time the acoustic and radar timeseries are nearly 

indistinguishable from each other (Figures 2.23 and 2.24a). The rms errors were computed 

between the acoustic and radar timeseries for both daily-averaged and weekly-filtered timeseries 

(Table 2.10). As expected, the rms errors decrease for the weekly-filtered data with more 

instrument noise removed. Notably, the La Jolla tide gauge has a much larger error in 

comparison to the other sites (Table 2.10). Since this tide gauge has an anomalously larger error 

and it is the closest tide gauge to the DM mooring, this tide gauge data is investigated further to 

determine whether it is suitable for incorporating into the coastal alongshore sea level difference 

as part of the volume budget calculations.  

The time-varying nature in the sensors’ discrepancy of sea level is shown in Figure 2.24b, 

where positive differences denote that the acoustic sensor measures a higher sea level than the 

Figure 2.23: Tide gauge SSH from both acoustic and radar sensors. 
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radar. These differences are compared against wave height (Figure 2.24c) where swell 

measurements come from the NDBC LJPC1 platform that is located near the end of the Scripps 

pier. For reference, the La Jolla tide gauge is also mounted at the end of the Scripps pier, so these 

measurements are nearly co-located. The events of poor agreement in Figure 2.24b occur when 

the swell exceeds approximately 1 m. Previous studies have reported that tide gauge sensors that 

are exposed to larger swells, e.g., swells that exceed 1 m in height, make larger measurement 

errors during these higher sea states (Parke and Gill 1995; Haines et al. 2003; Boon et al. 2012; 

Park et al. 2014). This affects the acoustic sensor more than the radar as there tends to be a wave-

induced water level draw down in the acoustic protective well and this underestimates sea level 

during larger swell activity (Park et al. 2014). The other tide gauge sites in Figure 2.23 are 

suspected to be exposed to less swell than the La Jolla tide gauge, e.g., installed in a harbor 

where not as much swell penetrates through or are topographically protected from many swell 

angles. This is also true for the tide gauges used in providing the depth-invariant fluctuations of 

dynamic height, i.e., Port San Luis and Santa Barbara, which are shielded more from larger 

swells. This does not imply that these sites are completely protected from swell activity, as there 

are infrequent disagreements between the radar and acoustic sensors in Figure 2.23, but these 

influences are included in the rms errors in Table 2.10.  

The larger SSH error at La Jolla coincides with larger swell conditions and the exposure 

of swell appears to be less significant at the other tide gauge sites in Figure 2.23. Therefore, the 

La Jolla tide gauge is not included in evaluating the error for sea level measurements as it does 

not seem to be representative of the other tide gauges used in the analysis nor is it used for the 

barotropic fluctuations in the dynamic height profiles at DM. The representative error of coastal 
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SSH data averages the weekly rms errors in Table 2.10 from the other tide gauge locations. This 

error translates into a weekly filtered transport error of 0.0206 Sv (Table 2.9).  

h.) Dynamic Height Mean Error Total 

In constructing total dynamic height, the mean is obtained from the CMEMS ADT 

product. The error in the mean of dynamic height stems from the error in the estimate of the 

mean dynamic topography, i.e., the non-fluctuating component of ADT. In this region, this error 

is anticipated to be less than 2 cm (Mulet et al. 2019), which is a transport error of 0.1212 Sv 

(Table 2.9).  

i.) Total CCUI Error 

 The CCUI vertical transport error is determined by combining the errors in this section as 

in equation (B.1). The CCUI error is computed from the rms errors derived over weekly, 

Figure 2.24: (a) La Jolla tide gauge SSH from acoustic and radar sensors. (b) SSH difference between 
the acoustic and radar sensors. (c) Wave height recorded near the La Jolla tide gauge. 
 

(a) 

(b) 

(c) 
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monthly, and seasonally filtered data as some of the analysis in Sections 2.3 and 2.4 are over 

these time scales. This error is shown in Table 2.9 with and without the time-mean error from the 

CMEMS product (Section 2.9.1.1h). The time-mean error is the largest off all the geostrophic 

transport errors. Since the CMEMS data provide the mean at both box inshore endpoints, this 

error is accounted for at both locations in equation (B.1) and this error source significantly raises 

the transport error. Showing the total transport error with and without the mean in Table 2.9 

demonstrates the smaller uncertainty in the time-varying aspect of CCUI and that this time-

dependent component is known better than the mean in the absolute transport. 

2.9.1.2 Offshore Endpoint Errors    

The errors in the dynamic height at the offshore box endpoints are presented. These 

errors do not contribute to the vertical transport error in the CCUI, but they do reflect how 

sources of uncertainty are introduced at the offshore box endpoints when gridding dynamic 

height.  

a.) CORC3 Mooring Sensor Error 

The instruments on the CORC3 mooring contribute an error in the baroclinic shear of the 

dynamic height profiles. There are eight sensors on the CORC3 mooring that span the water 

column from about 35 m down to 780 m depth. Since the mooring references dynamic height 

with the PIES, all instruments on the mooring contribute to the error in dynamic height when 

approximating dynamic height in the upper 50 m. The dynamic height error from the sensors is 

approximated in the same fashion as was done at DM in Section 2.9.1.1a. This error is then 

integrated over the upper 50 m to yield a transport error of 0.0118 Sv (Table 2.11).   

b.) CCE2 and CORC3 Glider Sensor Errors 
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The temperature and conductivity sensors of the gliders that profile at CCE2 and CORC3 

contribute an error to the baroclinic shear in the dynamic height profiles. The gliders make 

measurements of temperature and salinity from the surface down to about 600 m. Since both of 

these sites reference dynamic height with the bottom-mounted PIES, the sensor errors from the 

glider as it profiles the water column are estimated. This error is approximated in a similar 

fashion as the glider sensor errors at the northeast box endpoint in Section 2.9.1.1b. The sensor 

errors are integrated over the upper 50 m which results in a transport error of 0.0204 Sv (Table 

2.11).  

 

c.) CCE2 Glider Temporal Interpolation  

The glider on the north side of the box is programmed to make cross-shore transects, so it 

only resides at the CCE2 site part of the time. The dynamic height profiles at this endpoint are 

Table 2.11: Transport errors at the offshore endpoints of the southern California box in 
Figure 2.1. Those errors which get smaller at lower frequencies due to a smaller noise 
signal are also listed. Transport errors are based on integrating over the upper 50 m. 
 Weekly Filtered 

(Sv) 
Monthly Filtered 

(Sv) 
Seasonally Filtered 

(Sv) 
CORC3 Mooring 

Sensors  
0.0118  

CCE2/CORC3 
Glider Sensors 

0.0204 

CCE2 Temporal 
Interpolation 

0.0092 0.0092 0.0092 

CCE2 PIES Density 0.0034  
CORC3 PIES 

Density 
0.0013 

CCE2 Bottom 
Layer Density 

0.0016/0.0034 

CORC3 Bottom 
Layer Density 

1.16 * 10-4 

CORC3 Upper 
Layer Density 

0.0218 0.0199 0.0168 

PIES Bottom 
Pressure 

0.0612  



182 
 

linearly interpolated over the period when the glider is not present, which introduces a temporal 

sampling error. The temporal error is estimated based on mooring data at CCE2. To approximate 

this error, a subset of the mooring data is extracted which includes only the days for which the 

glider is located near the CCE2 mooring. This subset of temperature and salinity data is linearly 

interpolated between gaps in time. This mimics the handling of the glider data when it is at 

CCE2. Dynamic height is then computed on the interpolated dataset and these dynamic height 

profiles are compared to the dynamic height profiles from the full mooring record. The resultant 

rms error from the differences in the dynamic height profiles yields a transport error of 0.009 Sv 

(Table 2.11). 

d.) PIES Density Approximations  

The PIES measure bottom pressure which is the reference for the baroclinic component 

of the dynamic height profiles, so density must be known at the depth of the PIES. The PIES do 

not contain a conductivity sensor, so salinity at the PIES depth is approximated based on the 

PIES temperature as outlined in Appendix A. The typical spread in salinity over the PIES 

temperature ranges (Figure 2.20) is used to create a second salinity dataset at the PIES depth that 

includes this potential offset in salinity values. Dynamic height profiles computed from this 

dataset are compared to dynamic height profiles that uses the salinity from the temperature-

salinity fit in Figure 2.20 for CCE2 and CORC3, respectively. The difference in the dynamic 

height profiles is integrated over the upper 50 m resulting in a transport error of 0.0034 Sv and 

0.0013 Sv for CCE2 and CORC3, respectively (Table 2.11). 

e.) Bottom Layer Density Approximations   

At CCE2, the glider dives down to about 600 m depth and the PIES is located at the 

bottom which is approximately 872 m depth. Thus, over the nearly 300 m between the glider and 
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PIES sampling, density is interpolated as described in Appendix A. To test the error associated 

with this interpolation, WOD data are used near CCE2. To mimic the missing glider data over 

this gap, data in the approximately 300 m above the bottom are removed from the WOD data set 

except for the density data near the bottom. Temperature and salinity fluctuations are then 

interpolated over this gap as explained in Appendix A and dynamic height profiles are computed. 

The rms error between these dynamic height profiles and the dynamic height profiles that include 

the complete set of observations yields a transport error of 0.0016 Sv when integrated in the 

upper 50 m (Table 2.11).  

Data from the second CCE2 PIES deployment (2016 - 2020, see Figure 2.2) were 

retrieved via telemetry, since the PIES failed to release off the bottom. Telemetered data include 

bottom pressure but not temperature, so another approach involving extrapolating glider 

temperature and salinity fluctuations down to the bottom was implemented for estimating 

dynamic height between the bottom and the deepest depth the glider reaches as explained in 

Appendix A. The error in dynamic height from this procedure is assessed by using WOD data, 

i.e., hydrographic profiles near CCE2, and replicating the extrapolation of temperature and 

salinity fluctuations from about 600 m depth down to the bottom. Repeating this approach with 

WOD data gives a transport error of 0.0034 Sv when integrated over the upper 50 m depth 

(Table 2.11). 

Similar to CCE2, CORC3 has a gap below the deepest mooring/glider measurement and 

the bottom. This vertical gap is about 100 m which is smaller than the gap at CCE2. WOD data 

are used to approximate the error associated with interpolating density over this gap. Like at 

CCE2, WOD data is removed over the gap and temperature and salinity fluctuations are 

interpolated over these depths. Dynamic height profiles calculated from this interpolated data are 
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compared against dynamic height profiles using the WOD observations over this layer, which 

when integrated over the upper 50 m gives an error of 1.16 × 10-4 Sv (Table 2.11).  

f.) CORC3 Near Surface Density Approximations  

CORC3 temperature and salinity timeseries are a mixture of subsurface mooring 

measurements and glider profiles. The subsurface mooring was designed to measure baroclinic 

changes in the dynamic height profiles, with the shallowest sensor at approximately 35 m depth. 

Thus, during the mooring deployments (Figure 2.2), the upper ocean is not sampled, and 

temperature and salinity must be estimated. The approach for estimating these properties uses 

MLD and SST and was discussed in Appendix A. To assess the error in dynamic height related 

to the approximation of temperature and salinity near the surface, the procedure for 

approximating these properties during the mooring deployments is implemented during the time 

period when gliders were active (Figure 2.2). The dynamic height profiles over this period are 

then compared to the dynamic height profiles from the gliders, and the rms error for dynamic 

height in the upper 50 m is determined. This rms error in the dynamic height profile is integrated 

over the upper 50 m which gives a weekly filtered transport error of 0.0218 Sv (Table 2.11). 

g.) PIES Bottom Pressure Fluctuations  

Bottom pressure measurements made by the PIES provide depth-invariant fluctuations in 

dynamic height at CCE2 and CORC3. Previous studies have estimated errors from the PIES 

bottom pressure measurements to be about 1 – 2 cm (Watts and Kontoyiannis 1990; Hughes et 

al. 2013). To evaluate the error in dynamic height related to the PIES bottom pressure 

measurements, an error of 1 cm yields a transport error of 0.0612 Sv when integrated over the 

upper 50 m (Table 2.11).  
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2.9.2 Ekman Transport Error  

Selecting the CCMPv2 wind product for computing the Ekman transport was based on a 

previous analysis of wind products for California. Wang et al. (2019) demonstrated a reasonable 

performance of the CCMPv2 product in their analysis of wind products covering a region in 

California that overlaps with the southern California box. While scatterometers performed best in 

their analysis, they lack the spatiotemporal resolution that is needed for this analysis, thereby 

motivating the choice of using the CCMPv2 product for its better spatial coverage. Additional 

comparisons of the CCMPv2 product are made with buoy winds to further validate this product 

and assess the error on weekly timescales.  

 

 

Wind data were extracted from four buoys over southern California, and the buoys are 

located in the northern, central, and southern portions of southern California (Figure 2.1). The 

Table 2.12: Alongshore wind stress statistics. All correlations are significant at 95% and 
the 95% confidence interval is given. Negative bias means CCMPv2 data is more positive 
than buoy data. Statistics are computed over 2013 – 2015 and with weekly filtered data. 

 Correlation (95% 
CI) 

RMS Error (N/m2) Bias (N/m2) 

CCE2 0.79 ± 0.023 0.0315 0.0097 
NDBC 46025 0.87 ± 0.014 0.0116 0.0042 
NDBC 46086 0.97 ± 0.004 0.0071 -0.0047 
NDBC 46054 0.83 ± 0.018 0.0874 -0.0729 

CCMPv2 Alongshore Wind Stress Error 0.0261 N/m2 

Table 2.13: Cross-shore wind stress statistics. All correlations are significant at 95% and 
the 95% confidence interval is given. Negative bias means CCMPv2 data is more positive 
than buoy data. Statistics are computed over 2013 – 2015 and with weekly filtered data. 

 Correlation (95% 
CI) 

RMS Error (N/m2) Bias (N/m2) 

CCE2 0.42 ± 0.051 0.0150 -0.0041 
NDBC 46025 0.70 ± 0.029 0.0103 0.0022 
NDBC 46086 0.95 ± 0.006 0.0071 0.0052 
NDBC 46054 0.57 ± 0.039 0.0241 0.0192 

CCMPv2 Cross-shore Wind Stress Error 0.0123 N/m2 
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northernmost wind buoy is the CCE2 mooring, while the other three buoys (46054, 46025, and 

46086) are part of the NDBC network. CCMPv2 wind data were interpolated at the four buoy 

sites and comparisons are made over 2013 – 2015 for weekly filtered, monthly filtered, and 

seasonally filtered alongshore wind stress and cross-shore wind stress. The statistics of these 

comparisons are in Tables 2.12 and 2.13 and quantify the good agreement of the CCMPv2 

product over southern California. One distinction is the larger rms error at the 46054 site. 

Previous work documents an expansion fan off of Point Conception, where wind speeds 

accelerate within the expansion fan (Dorman and Winant 1995; Winant and Dorman 1997; 

Dorman and Winant 2000). This feature may be responsible for the larger rms error and this is 

investigated further.  

Both the NDBC 46054 buoy and the CCE2 site have moderate-to-high correlations but 

larger rms errors and biases, more strongly so for the 46054 buoy in the alongshore wind stress 

(Tables 2.12 and 2.13). These statistics indicate that the CCMPv2 product underestimates the 

magnitudes of upwelling favorable wind stresses off of Point Conception. This discrepancy is 

larger near the core of the expansion fan, i.e., NDBC 46054, and decreases in the peripheral of 

the fan, i.e., CCE2. The underestimated winds in the CCMPv2 product may be due to the 

proximity of this location to the coastline where satellite wind measurements cannot be retrieved 

and thus the CCMPv2 product is the background field of ERA-Interim winds. The background 

wind field is a mix of land and ocean winds and likely underestimates the actual wind speeds at 

this part of the expansion fan (REMSS communication). The differences in the comparisons of 

CCMPv2 reanalysis data with buoy observations at CCE2 and at NDBC 46054 indicates that the 

wind field on the inshore portion of the north side of the box is under represented in the 

CCMPv2 data.  
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To determine the overall error in using the CCMPv2 wind product, the rms errors in 

Tables 2.12 and 2.13 are averaged to yield a single value for each of the wind stress components. 

Prior to averaging for the whole region, the performance of the CCMPv2 product in the northern 

end of the box is addressed by averaging the rms errors at CCE2 and NDBC 46054. This 

establishes a regional representation of the wind error for the northern portion of the box where 

there is an expansion fan. Then the regional average uses this value for the northern region of the 

box and the rms errors in the central, i.e., NDBC 46025, and southern, i.e., NDBC 46086, 

regions of the box. This is done for both the alongshore and the cross-shore wind stresses, which 

gives a weekly filtered alongshore wind stress error of 0.0261 N/m2 and a cross-shore wind stress 

error of 0.0123 N/m2 for the CCMPv2 reanalysis (Tables 2.12 and 2.13). These errors are 

computed into the 2D Ekman transport error where the perpendicular component is integrated 

over the box side, 𝜎X+. The Ekman transport error over the box is given in Table 2.14 for multiple 

time scales.  

Table 2.14: Ekman transport error for the southern California box in Figure 2.1 for multiple 
time scales. The transport error is based on the alongshore and cross-shore wind stress rms 
errors in Tables 2.12 and 2.13 and the perpendicular component of the 2D Ekman transport 
error is integrated over the length of each box side. The combined Ekman transport error in the 

table is computed as Â𝜎X©
+ + 𝜎Xª

+ + 𝜎X«
+ .  

Weekly Filtered Monthly Filtered Seasonally Filtered 
0.0922 Sv 0.0775 Sv 0.0720 Sv 
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2.10 Appendix C:  Heat Budget Errors 

In Section 2.3, the estimate of the vertical temperature flux through the bottom of the 

control volume is compared against the sum of the terms on the right-hand side of equation (24). 

A challenge in estimating the vertical temperature flux is approximating the box-averaged 50 m 

temperature. The 50 m temperature throughout the control volume is determined as described in 

Section 2.2.5 and the uncertainty in the vertical temperature flux at 50 m depth is approximated 

from the uncertainty in the vertical transport and the uncertainty in the 50 m temperature over the 

box. The sources of error in the vertical transport were presented in Appendix B and the 

uncertainty in the approximated 50 m temperature is discussed below.  

Table 2.15: CalCOFI stations used in Figures 2.25 and 2.26, and the rms errors between the 
CalCOFI data and the approximated temperature for the temperature at 50 m depth.  

CalCOFI Line CalCOFI Station Station Longitude 
(º) 

Station Latitude (º) 

80 55 -120.802 34.317 
81.8 46.9 -120.025 34.467 
83.3 42 -119.509 34.178 
86.7 55 -120.007 33.156 
86.7 40 -118.974 33.656 
90 45 -118.936 32.918 
90 30 -117.906 33.418 
93 55 -119.233 32.013 
93 45 -118.554 32.346 
93 26.7 -117.305 32.956 

50 m Temperature Rms Error (ºC) 0.62 
 

To quantify the uncertainty in the box-averaged 50 m temperature, the errors are 

approximated based on a comparison with CalCOFI data. CalCOFI data is extracted at several 

locations throughout the box. These locations are listed in Table 2.15 and shown in Figure 2.25. 

The selected CalCOFI stations are spread uniformly throughout the box to check for spatial 

errors resulting from the method of approximating the 50 m temperature. Figure 2.26 compares 
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CalCOFI cruise data at 50 m depth alongside the estimated 50 m temperature that is averaged 

over the same CalCOFI locations. The CalCOFI 50 m temperature is averaged from the boxed 

stations in Figure 2.25 and the estimated 50 m temperature is also averaged over these locations. 

The rms error between the CalCOFI temperature measurements and the estimated temperature 

are reported in Table 2.15. This error along with the vertical transport error are used to determine 

the uncertainty in the vertical temperature flux at 50 m depth.  

  

Figure 2.26: Temperature comparisons between CalCOFI data and approximated 
temperature for the southern California box at 50 m depth. CalCOFI stations used 
for the averaging are listed in Table 2.15 and boxed in Figure 2.25. 

Figure 2.25: Southern California with CalCOFI stations as pink circles. 
Stations that are included for the temperature comparisons are 
designated by a box.  
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2.11 Appendix D:  Additional California Upwelling Indices 

Three additional upwelling measures are used in Section 2.3 in the comparisons with the 

CCUI. These upwelling measures are the Bakun index, the Coastal Upwelling Transport Index 

(CUTI), and the California State Estimate (CASE). Below, each measure of upwelling is 

described including the wind data sets used and how vertical transport is computed, followed by 

how vertical transport is determined from each index. 

2.11.1 Bakun Index 

The Bakun index was presented and elaborated on in Section 2.1. It uses the US Navy 

Fleet Numerical Meteorological and Oceanographic Center (FNMOC) model data of sea level 

pressure to compute geostrophic winds. In calculating wind stress, the traditional 3° Bakun index 

uses a constant drag coefficient, while the 1° Bakun index issues a drag coefficient that is a 

function of wind speed and tries to capture changes in the drag coefficient due to the strength of 

the wind field. This procedure is outlined in Large and Pond (1981) with a modification in the 

low wind speed parameterization by Trenberth et al. (1990). Once wind stress is derived, the 

alongshore component of the wind stress is the Bakun index. With the traditional Bakun index, a 

constant drag coefficient may underestimate or overestimate the frictional effects depending on 

the speed of the wind. Even with the improvement in handling the drag coefficient in the 1° 

product, the parameterization of the drag coefficient at high/low wind speeds 

underestimates/overestimates empirical evidence of the drag coefficient (Edson et al. 2013). 

These older parameterizations of the drag coefficients are drawbacks of the Bakun index, in 

addition to those disadvantages that were outlined in Section 2.1. Namely, these were the larger 

spatial resolution of the FNMOC model, the exclusion of the alongshore gradients in the cross-

shore wind stress, and the omission of the influence of the cross-shore geostrophic flow.  
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2.11.2 CUTI  

More recently, a newer upwelling index has been derived to improve upon the Bakun 

index. The daily CUTI timeseries is derived from the California Current System (CCS) Regional 

Ocean Modeling System (ROMS) reanalysis (Jacox et al. 2018). Multiple products are used for 

atmospheric forcing depending on the reanalysis and the time period of interest. Surface forcing 

includes the CCMP winds (an earlier version of the CCMPv2 product used in Section 2.2), the 

European Center for Medium-Range Weather Forecasts (ECMWF) ERA40 and ERA Interim 

projects, and the Naval Research Laboratory’s Coupled Ocean Atmosphere Mesoscale Prediction 

System (COAMPS; Moore et al. 2013; Neveu et al. 2016). The spatial resolution of the wind 

forcing products range from ~3 - 250 km, with the ERA40 being the least spatially resolved. The 

ERA40 was used from 1980 - 2001 and for most of these years it was combined with the CCMP 

winds which have a higher resolution of ~25 km.  

CUTI offers estimates of vertical transport for each degree of latitude for the US west 

coast (see Figure 2 in Jacox et al. 2018). For each 1° latitude bin, vertical transport is estimated 

as the sum of net Ekman transport and cross-shore geostrophic transport over the mixed layer. 

Net Ekman transport is the integrated Ekman transport through each side, i.e., the sum of the 

alongshore Ekman transport through the north and south sides of each bin and the cross-shore 

Ekman transport through the offshore side. This is similar to the procedure implemented in the 

CCUI and inherently accounts for spatial changes in the wind field thereby incorporating Ekman 

transport from the alongshore wind stress, e.g., coastal divergence, and wind stress curl, e.g., 

Ekman suction.  

The cross-shore geostrophic transport in CUTI uses SSH from the model at the coastal 

northernmost and southernmost points of each 1° bin to calculate the cross-shore geostrophic 
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velocity. The CCS ROMS reanalysis are data assimilating and include altimetry SSH, but they 

do not incorporate tide gauge sea level data. The geostrophic velocity is assumed constant over 

the mixed layer and the product of the cross-shore geostrophic velocity and the MLD yields the 

layer transport. This is added to the net Ekman transport to deliver the vertical transport for each 

1° bin.  

2.11.3 CASE  

Another regional model, CASE, has been previously used for studying the physical 

variability in southern California (Zaba et al. 2018) and for performing a volume budget analysis 

(Zaba et al. 2020). CASE is a regional implementation of the Massachusetts Institute of 

Technology general circulation model (MITgcm) and of the Estimating the Circulation and 

Climate of the Ocean (ECCO) 4D variational assimilation. The temporal coverage of the model 

is from 2007 – 2016 and the model is constrained by governing physical equations and 

assimilated observations. One of the assimilated data products in CASE is satellite SSH, but not 

tide gauge data. Atmospheric forcing comes from the National Centers for Environmental 

Prediction National Center for Atmospheric Research (NCEP NCAR) reanalysis. This product 

has a 2° resolution and wind stress calculations use the method from Large and Pond (1981). The 

wind forcing is adjusted in the assimilation process. CASE is a closed budget so the volume 

transport between the horizontal and vertical sides of the box balance. Thus, vertical transport 

includes the effect of cross-shore geostrophic flows and alongshore Ekman currents from the 

cross-shore wind stress. 

2.11.4 Vertical Transport  

The CCUI reports upwelling as vertical transport (Sv), so for the comparisons in Section 

2.3 vertical transport over southern and central California is determined from CASE, CUTI, and 
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the Bakun index. CASE reports vertical velocities for southern and central California and these 

velocities are integrated over the boxed areas (Figure 2 in Zaba et al. 2020) to produce vertical 

transport timeseries. CUTI and the Bakun index report upwelling in m2/s, so they are integrated 

along the length of the coastline to determine the transport in Sv of upwelled waters. CUTI 

outputs upwelling estimates every 1° latitude, so these latitudinal changes in upwelling are 

accounted for when determining the vertical transport over southern and central California. The 

Bakun index used for southern and central California is the 6-hourly timeseries at 33°N and 

36°N, respectively, from the 1° FNMOC atmospheric product. The Bakun index does not report 

upwelling estimates between these two latitudes, so there are no latitudinal variations in the 

Bakun upwelling estimates within southern and central California. Once vertical transport is 

determined for all of the upwelling indices for both southern and central California, each 

upwelling estimate is low-pass filtered over one week. The comparisons in Section 2.3 use these 

weekly low-pass filtered vertical transport timeseries from all four upwelling indices. 
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CHAPTER 3 
 

Physical and Biogeochemical Upwelling Characteristics and 
Interannual Variability of Synoptic and Low-Frequency Upwelling 

off Southern California 
 
 
Abstract 
 
Eastern boundary upwelling systems (EBUS) are coastal regions of prolific productivity. This 

places a significant socioeconomic value on them and attracts societal and scientific interest for 

understanding these systems and how they will respond to future changes in climate. High-

frequency physical and biogeochemical observations along the coast sustained over the last 

decade monitored the oceanic response to upwelling on synoptic and low frequency timescales. 

The synoptic oceanic upwelling responses during the 2015 – 2016 and the 2018 – 2019 El Niños 

were weaker in comparison to other years in the last 1 - 2 decades. This change in the synoptic 

upwelling was due to weaker upwelling favorable winds. The low frequency oceanic upwelling 

response in the El Niño years, in addition to 2014, i.e., the 2014 marine heatwave, were also 

reduced. In general, the processes contributing to the change in the background upwelling in 

these years were reduced upward vertical transport related to weaker upwelling favorable winds, 

shallower source water depth, deeper nutricline depth, and a water mass composition that 

favored a lower nutrient supply.  

3.1 Introduction 

Eastern Boundary Upwelling Systems (EBUS) are some of the most productive waters in 

the ocean accounting for approximately 10% of global primary production and around 20% of 

global fish catches; yet they occupy less than 2% of the global ocean surface (Chavez and 
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Toggweiler 1995; Pauly and Christensen 1995). This production is fueled by the vertical 

circulation during upwelling that carries cool, nutrient-rich water up from below; thereby 

bringing new nutrients into the euphotic zone that are taken up by relatively larger 

phytoplankton. This process creates short food chains and large f-ratios (the fraction of new 

production to old production); thus, more energy is transferred to top predators in the food web 

(Ryther 1969; Moloney et al. 1991). The ecological significance of these systems has drawn 

attention to how they will respond to climate change and other extreme events, e.g., El Niño and 

marine heatwaves. In order to understand how they will be impacted, it is desirable to have long-

term observations of the physical and biogeochemical properties (Sievanen et al. 2018). The 

observations presented in this chapter address this objective by providing long-term physical and 

biogeochemical measurements. These data are collected in near real time which is beneficial for 

monitoring the coastal ocean during recent regional events, e.g., upwelling, hypoxia, harmful 

algal blooms (HABs), etc.  

Upwelling events are processes that occur on timescales of days to weeks and are 

characterized by synoptic events, e.g., atmospheric systems, which can drive upwelling winds 

and/or cause downwelling coastal trapped waves (CTWs; Hill et al. 1998). These processes have 

significant impacts on ecosystems such as enhancing primary production, influencing biological 

transport and recruitment, altering ocean chemistry, and creating upwelling fronts. Upwelling 

events provide the nutrients for primary production, which in turn fuels zooplankton and 

supports lower trophic levels (Lasker 1975; Wilkerson et al. 2006). Upwelling must be intense 

enough to fuel productivity, but if there is too much upwelling with rapid offshore advection of 

nutrients then this may limit nutrient uptake (Cury and Roy 1989). The episodic nature of 

upwelling events alters the cross-shore and alongshore flows, and along with bathymetry, are 
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essential to larvae dispersal and retention (Roughgarden et al. 1988; Farrell et al. 1991; Barth et 

al. 2005; Roughan et al. 2006). Upwelling events also impact ocean chemistry such that the 

upwelled waters often have a lower pH and dissolved oxygen content. Multiple studies have 

observed benthic and demersal organisms exposed to corrosive and hypoxic waters during 

upwelling (Chan et al. 2008; Feely et al. 2008; Chan et al. 2017). Under some circumstances, this 

process can cause dissolution of calcareous skeletal structures and mass die-offs of fish and 

invertebrates (Grantham et al. 2004; Fabry et al. 2008). Additionally, upwelling events can form 

upwelling fronts that promote biological activity. Such fronts are significant to the ecosystem 

because they increase the ecosystem biomass and channel nutrients through multiple trophic 

levels (Landry et al. 2012; Woodson and Litvin 2015). These examples demonstrate how 

upwelling events are critical to the coastal ocean ecosystem. 

A key component of upwelling events is the alternation between intensification and 

relaxation in the wind field. The marine boundary layer interacts with topography such that off 

Point Conception in southern California the winds accelerate in an expansion fan (Dorman and 

Winant 1995; Dorman and Winant 2000). Approximately every two weeks the winds relax, and 

weaker winds may last for 2 – 4 days or even longer (Halliwell and Allen 1987; Dorman and 

Winant 1995; Dorman and Winant 2000; Melton et al. 2009). These relaxation events can be 

attributed to an offshore extension of the desert heat atmospheric low pressure. This can occur 

off central California and can weaken or reverse the upwelling favorable winds (Halliwell and 

Allen 1987; Mass and Bond 1996; Fewings et al. 2016). Secondly, in the atmosphere Catalina 

eddies form off the southern California coast and these cyclonic systems cause poleward winds 

in the SCB (Skamarock et al. 2002). While the smaller spatial scales of this atmospheric 

circulation do not directly extend as far north as Point Conception, they can potentially lead to 
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coastally-trapped disturbances that propagate poleward and indirectly weaken the winds off 

Point Conception (Skamarock et al. 2002). Such episodic fluctuations in the wind field are 

critical for retaining upwelled nutrients so that the nutrients are not advected offshore faster than 

biological uptake, and it is suggested that relaxations need to be 3 - 7 days to enable nutrient 

uptake (Dugdale and Wilkerson 1989; Dugdale et al. 1990; Botsford et al. 2006; Dugdale et al. 

2006; Wilkerson et al. 2006).  

 One aspect of the wind-driven coastal circulation is cross-shore transport. The cross-

shore transport is a significant process in the coastal ocean, exchanging waters on the shelf with 

those farther offshore. One way this happens is during upwelling when waters in the upper ocean 

are advected offshore and are replaced by upwelled waters on the shelf. At depth, onshore flow 

supplements the upwelled waters. The depth at which onshore flow occurs, and subsequently the 

source waters used in upwelling, can differ depending on the strength and vertical extent of the 

upwelling cell (Chhak and Di Lorenzo 2007; Song et al. 2011). The depths over which the source 

waters are drawn are important, as the composition of regional water masses and their associated 

biogeochemical content vary with depth. The upwelling source water depth depends on the 

stratification, bottom slope, and intensity of the wind field (Jacox et al. 2011; Jacox et al. 2012; 

He and Mahadevan 2021). 

The latter of these criteria, wind intensity, is often used as a proxy for the strength of 

upwelling. Upwelling indices, like the Bakun index, are based on the alongshore wind stress and 

have been used to evaluate the strength of upwelling (Bakun 1973; Schwing et al. 1996). This is 

useful in evaluating the strength of the wind field, but it does not incorporate the ocean’s 

response to upwelling and the resulting ecological productivity. EBUS are of interest because of 

their biological productivity, so monitoring these regions is important. Limited long-term 
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measurements of these high-frequency properties exist, and often other assumptions are made to 

infer the ecological response to upwelling. For example, one practice to assess potential 

biological productivity is to approximate nitrate from temperature based on an empirical 

relationship between these two properties (Kamykowski and Zentara 1985; Kudela and Dugdale 

1996; McGowan et al. 2003, Palacios et al. 2013; García-Reyes et al. 2014; Jacox et al. 2018). 

This is a suitable method when there are quality data to derive a temperature - nitrate relationship 

and when water masses are not complex. However, under climate change, decadal variability, 

and extreme events, advection or other physical processes may become anomalous resulting in 

changes in regional water masses and/or temperature which may break down the temperature - 

nitrate relationship (Kim and Miller 2007; Palacios et al. 2013). While nutrient availability is an 

important factor in governing primary production, there are other factors that influence this like 

irradiance, temperature, and phytoplankton population and composition (Sverdrup 1953; Lewis 

and Smith 1983; Antoine and Morel 1996; Behrenfeld et al. 2002). Given these considerations, 

nitrate and temperature proxies of nitrate should be understood as the nutrients available for 

primary production, since there are other factors that influence the amount of chlorophyll 

fluorescence. Jacox et al. (2018) address some of these bottom-up drivers of productivity in 

generating the Biologically Effective Upwelling Transport Index (BEUTI). BEUTI estimates the 

vertical nitrate flux and aims to account for the nutrient content in the upwelled waters. The 

mooring observations in southern California measure both nitrate and chlorophyll-a fluorescence 

to help evaluate the productivity of upwelling events. 

This chapter analyzes synoptic and low frequency upwelling from high-frequency 

physical and biogeochemical measurements, e.g., density, oxygen, pH, ∆pCO2, nitrate, made in 

the coastal ocean off southern California. On synoptic timescales, the oceanic upwelling 
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response, i.e., changes in the physical and biogeochemical variables, and the upwelling forcing, 

i.e., 2D Ekman transport and vertical transport, are studied to investigate year-to-year changes in 

synoptic upwelling. In addition to the aforementioned physical and biogeochemical variables, the 

cross-shore currents are part of the oceanic upwelling response and the cross-shore currents are 

averaged over synoptic upwelling events to characterize the mean vertical structure in the cross-

shore flow, and then the upper 50 m 2D ADCP transport is inspected for year-to-year changes. 

On interannual timescales, the oceanic upwelling response, i.e., the physical and biogeochemical 

properties as well as cross-shore flows, and the processes that govern low frequency variability 

in upwelling are examined. Throughout the investigations of upwelling at the different 

timescales, there will be a particular emphasis on the interannual variability of synoptic and low 

frequency upwelling during the years of large-scale climate phenomena, i.e., the 2014 marine 

heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño.  

The observations used in this chapter are unique because (1) they provide comprehensive 

coverage of the physical and biogeochemical properties in the coastal ocean and (2) they have 

been ongoing for over a decade with continued operations. Section 3.2 describes the data that 

have been collected over the last 10 years. Additionally, this section presents the method for how 

upwelling events are detected for the analysis on synoptic upwelling, discusses how the cross-

shore velocity profiles are averaged to characterize the flow field on synoptic and seasonal 

timescales along with deriving 2D cross-shore transport from the ADCP data, and reviews the 

Burger number for how this scalar and a steady state theory relate to the cross-shore velocity 

profiles. Section 3.2 also explains how the source water depth is determined as part of the 

analysis presented in Section 3.3 on low frequency modulators of upwelling and this section 
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presents the method for how nitrate is predicted for comparison against observed nitrate in 

Section 3.3.  

In Section 3.3, synoptic and low frequency upwelling are examined with respect to the 

oceanic upwelling responses and the factors that alter upwelling. First, upwelling event statistics 

are computed to understand changes in the synoptic oceanic upwelling response and in the 

upwelling forcing particularly during the 2014 marine heatwave, the 2015 – 2016 El Niño, and 

the 2018 – 2019 El Niño. Cross-shore currents are characterized during synoptic upwelling 

events and interannual variability in the 2D ADCP derived cross-shore transport is investigated. 

Then, the low frequency variability in the oceanic upwelling response including the 2D cross-

shore transport are assessed. Processes that govern the background variability in upwelling are 

studied and how these vary in the years of the large-scale climate phenomena. Section 3.4 

concludes this chapter with a review of the results presented in Sections 3.3.  

3.2 Data Sets and Methods 

3.2.1 Upwelling Data Sets  

3.2.1.1 Mooring Measurements  

For the analysis on upwelling, data come from the CCE2 mooring (Figure 3.1). CCE2 has 

been in operation since 2010, and it is located 25 km offshore and lies in ~840 m water depth. 

This mooring is positioned off Point Conception which is a region of high upwelling. Regarding 

the physical properties observed, the mooring measures temperature and salinity in the upper 80 

m. For the first several years, there are no temperature and salinity data below 40 m depth. So, 

temperature and salinity are linearly regressed between 40 and 80 m depth prior to 2014 using 

the 40 m temperature and salinity observations over 2014 – 2021 with the 80 m temperature and 

salinity observations in these years. The CCE2 mooring is equipped with an ADCP, and the 
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north-south and east-west velocity components are rotated into the alongshore and cross-shore 

directions. This angle of rotation is 60° west of true north based on the decorrelation between the 

two velocity components.  

The CCE2 mooring has a package of biogeochemical sensors at 15 m depth that measure 

dissolved oxygen, pH, nitrate+nitrite, and Chl-a fluorescence. At 75 m depth there is an 

additional oxygen sensor. At the surface the mooring has an array of sensors, including xCO2 

measurements in the ocean and in the air. Mooring sensors sample hourly or faster, and the data 

are daily-averaged for the analysis presented in Section 3.3. 

The CCE2 temperature and salinity sensors are calibrated with water samples before and 

after deployment to remove instrument drift. The details of this processing procedure are 

outlined in Chapter 2 and in Kanzow et al. (2006). Oxygen data are also processed in a similar 

Figure 3.1: Map of southern California with the CCE2 mooring (yellow triangle) and the NDBC 
46054 buoy (orange circle) near CCE2.  
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manner with water samples collected pre- and post-deployment for validating the sensor. The 

CCE2 oxygen measurements are also compared against CalCOFI data from Line 80 Station 55, 

i.e., the same CalCOFI location as the CCE2 site, and an adjustment factor is applied if needed. 

The CCE2 pH data are calibrated based on calibrations at the start and end of each deployment 

from water samples evaluating carbon content. Moreover, throughout the deployment additional 

calibration coefficients are determined during times when the mixed layer extends down to the 

depth of the pH sensor. This allows for a more comprehensive calibration by comparing 

subsurface pH measurements to pH calculated at the surface (Bresnahan et al. 2014).  

The surface pH is calculated based on a regional empirical relationship and is estimated 

from pCO2 and total alkalinity, the latter of which is calculated from temperature and salinity 

based on a regional empirical relationship as described in Alin et al. (2012). The CCE2 pCO2 

data are derived from xCO2, the mole fraction of CO2 which is measured for both seawater and 

air. The details of these measurements and the determination of pCO2 from xCO2 are provided in 

Sutton et al. (2014). The difference in pCO2 from seawater and the air is positive when there is 

an uptake of CO2 by the ocean.  

The nitrate+nitrite (hereafter “nitrate”) data at CCE2 is measured with a SUNA uv-

optical nitrate sensor. Data are processed using a baseline correction that adjusts for sensor drift 

during deployments. The SUNAs are calibrated in the laboratory with known nitrate standards 

before and after each mooring deployment and also at sea, immediately before and after 

deployment using Niskin bottle samples. For the CCE2 deployments in 2015 and 2016, the 

nitrate sensor failed, and reconstructed nitrate is used which is determined from the temperature 

data and a regionally derived temperature-nitrate relationship (see Lilly et al. 2019 for a 

complete discussion). Chlorophyll-a fluorescence data likewise have a baseline correction 
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applied, are converted to Standard Fluorescence Units (SFU) based on the relationship between 

the fluorometer voltages and laboratory prepared chlorophyll-a samples, and are compared 

Figure 3.2: CCE2 timeseries of in-situ measurements which include (a) density at 15 and 75 
m depths, (b) oxygen at 15 and 75 m depths, (c) pH at 15 m depth, (d) ∆pCO2 between the 
ocean and the air, (e) nitrate at 15 m depth, and (f) chlorophyll fluorescence at 15 m depth.  

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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against CalCOFI data to make any additional adjustments. A review of the calibration procedure 

for nitrate and fluorescence is given in Lilly et al. (2019).  

The processed data shown in Figure 3.2 illustrate the long timeseries of multiple co-

located physical and biogeochemical measurements at the CCE2 mooring. In Figure 3.2 there are 

a few data gaps. Notably, at CCE2 there are no oxygen and pH data at 15 m depth and no oxygen 

data at 76 m depth in 2010. As mentioned above, the deepest temperature and salinity instrument 

at 76 m depth was not implemented until 2014, so prior to this time density information is 

reconstructed based on density data at 40 m depth, i.e., the next deepest sensor. The 

reconstructed density at 76 m depth correlates well with the measured density at this depth over 

2014 - 2021 and has a correlation of 0.90 and a rms error of 0.106 kg/m3. Both winter 2011/2012 

and summer 2017 contain months when the CCE2 mooring was not deployed, so no 

measurements were made at these times. This may have some impact on the upwelling event 

statistics presented in Section 3.3 as 2012 and 2017 may be underrepresented.  

The World Ocean Atlas (WOA) 2013 provides climatological averages of vertical 

profiles of temperature and salinity. The climatological averages are computed over a period 

from 1955 - 2012. These objectively analyzed climatological fields incorporate several 

observational data sources (Locarnini et al. 2013; Zweng et al. 2013), and the climatological 

profiles aid in gridding the temperature and salinity fields at CCE2 as discussed in Section 

3.2.4.2. 

3.2.1.2 Wind Measurements and Upwelling Index 

To assess the strength of the upwelling forcing, hourly-averaged wind measurements near 

the CCE2 mooring are obtained to calculate wind stress. The wind data come from NDBC buoy 

46054 (Figure 3.1) and wind stress is calculated as, 
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𝝉 = 𝜌'𝑐)𝑼+.      (1) 

In equation (1), 𝜌' is the density of air, 𝑐) is the drag coefficient, and 𝑼 contains the u and v 

components of the wind velocity. The drag coefficient is parameterized using the approach 

demonstrated in Edson et al. (2013) that is originally derived in Hersbach (2011). Wind stress is 

daily-averaged and projected into the alongshore and cross-shore components, where the 

alongshore direction is taken to be 60° west of true north. 

Two gaps occur in the NDBC buoy 46054 timeseries which are over February – 

September 2010 and August 2018 – October 2019. These gaps are filled in with CCMPv2 wind 

data that have been interpolated at the NDBC buoy location. Prior to filling in the NDBC wind 

data gaps, the CCMPv2 wind data are regressed to better agree with the NDBC buoy winds. As 

discussed in Chapter 2 Appendix B, the CCMPv2 wind product underestimates alongshore winds 

immediately off Point Conception, so the regression reduces the rms error between NDBC 46054 

winds and CCMPv2 winds. 

The 2D Ekman transport is then calculated from the NDBC alongshore wind stresses as, 

MÄ = 45
ÅÆ
τÈ.      (2) 

In equation (2), 𝜌 is the seawater density, 𝑓 is the Coriolis parameter, and 𝜏7 is the alongshore 

component of the wind stress. 

 In Chapter 2, an upwelling index was constructed, the CCUI, that approximates vertical 

transport across the 50 m layer over southern California. The index, which accounts for both 

wind stress and alongshore pressure gradients, is a regional representation of the physical 

upwelling strength, which is assessed as a measure of the upwelling forcing alongside the local 

NDBC wind stress. The vertical transport from the CCUI is in Sv and for much of the analysis in 
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this chapter the CCUI is normalized by the length along the coastline to yield the 2D transport in 

m2/s. 

3.2.2 Upwelling Event Detection 

The procedure for detecting synoptic upwelling events is presented first, followed by a 

description of the event statistics that will be calculated on the detected upwelling events.  

3.2.2.1 Upwelling Event Detection Procedure 

A chapter objective is to analyze upwelling on event timescales, so to assess synoptic 

upwelling the physical and biogeochemical properties will be used to detect upwelling events. 

Upwelling events are oftentimes defined when the wind reaches a certain speed and blows 

persistently over a particular number of days (Cury and Roy 1989; Roughan et al. 2006; 

Wilkerson et al. 2006; García-Reyes et al. 2014; Aguirre et al. 2021). Here, a new method is 

developed for identifying upwelling events on timescales of days to weeks. Rather than relying 

on wind speed for event determination, upwelling events are detected using a suite of physical 

and biogeochemical components based on the mooring observations. Upwelling events that 

occur during the upwelling season, i.e., February – June, are used for analysis. Generally, wind 

forcing is the primary driver of upwelling events, but CTWs may account for some fraction of 

the observed changes (Chapter 2). Since the wind field is not used in classifying the upwelling 

events, CTWs that modify the in-situ properties in a manner similar to the effect of upwelling 

favorable winds are inherently included using this method for event detection. 

 The set of physical and biogeochemical variables used to detect upwelling events are 

listed in Table 3.1. Using multiple variables facilitates detecting common occurrences of 

upwelling-like fluctuations. For example, during upwelling isopycnals heave, and a stationary 

sensor in the upwelling zone will measure increased density as denser waters are displaced 
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upward. These denser waters are generally less oxygenated, more acidic, and contain higher 

nutrient concentrations than the overlying less dense waters. Table 3.1 lists the expected 

direction, i.e., increase or decrease, of a property change during the upwelling phase of an event. 

As upwelling relaxes, properties that increased during the upwelling phase will decrease and 

properties that decreased during upwelling will increase. Including both physical and 

biogeochemical responses of upwelling takes into account the ecosystem impact for the 

definition and the detection of events.  

 

The routine for detecting upwelling events begins with inspecting each timeseries for 

localized peaks. A localized peak is considered to be a local maximum or a local minimum 

depending on the variable of interest and its anticipated response to upwelling (Table 3.1). For 

example, density is expected to increase at a fixed point as observed by a stationary sensor 

during the upwelling phase so local maxima values in density are noted. In contrast, dissolved 

oxygen levels are anticipated to decrease during the upwelling phase so local minimum values 

are recorded. For each variable, a particular amplitude threshold is implemented such that the 

local maximum or minimum value must meet this criterion in order to be considered a potential 

upwelling event. The threshold for each variable is a subjective choice based on the timeseries of 

the data. The thresholds are selected to yield a similar number of localized peaks across all 

variables. The influence of this threshold selection on the upwelling event statistics is examined 

Table 3.1: CCE2 mooring in-situ measurements used for upwelling event detection. Inc. 
stands for Increase and Dec. is abbreviated for Decrease. 
Measured 
Property 

Density Oxygen pH ∆pCO2 Nitrate Density Oxygen 

Sensor 
Depth (m) 

15 15 15 surface 15 76 76 

Upwelling 
(Relaxation) 

Response 

Inc. 
(Dec.) 

Dec. 
(Inc.) 

Dec. 
(Inc.) 

Inc. 
(Dec.) 

Inc. 
(Dec.) 

Inc. 
(Dec.) 

Dec. 
(Inc.) 
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in Appendix A and is shown to not significantly alter the interannual variability of the event 

statistics. When multiple variables capture upwelling-like fluctuations, then this is classified as 

an upwelling event.  

The times of the local maxima/minima are grouped, and they must be within five days of 

each other. The mean of these times is termed the peak time. The peak time distinguishes the 

Figure 3.3: CCE2 physical and biogeochemical properties used for upwelling event 
determination. Red shading represents the upwelling phase and gray shading 
illustrates the relaxation phase.  
 

Peak time 

Upwelling Phase 

Relaxation Phase 
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upwelling phase from the relaxation phase of the upwelling event. The start of the upwelling 

phase is defined as the average of the variable times which mark the beginning of a property 

increase (for density, ∆pCO2, and nitrate) or the beginning of a property decrease (for oxygen 

and pH). Similarly, the end of the relaxation phase is determined as the average of times 

denoting the end of a property decrease (for density, ∆pCO2, and nitrate) or increase (for oxygen 

and pH). Figure 3.3 demonstrates this approach for determining upwelling events and the 

classification of the start and end times.  

3.2.2.2 Event Statistics Calculated 

Event statistics are computed on the detected upwelling events to assess year-to-year 

changes in upwelling at synoptic time scales. The event statistics computed are event intensity, 

event duration, and the number of upwelling events in the upwelling season from February - 

June. These statistics are analyzed because they help characterize upwelling strength and are 

suggestive of the potential for biological productivity. Another event statistic calculated is the 

cumulative intensity. Unlike the other three event statistics, this statistic is calculated on the 

upwelling forcing data sets as oppose to the physical and biogeochemical data. 

A.) Upwelling Response Event Statistics 

The event intensity is the magnitude of the difference between the maximum and 

minimum values during an upwelling event. The intensity for any variable is thus always 

positive regardless of the upwelling behavior of a variable listed in Table 3.1. This statistic 

characterizes the range of values occurring within an upwelling event and is suggestive of the 

strength of the ocean’s response to wind-driven and pressure gradient forcing. Larger upwelling 

intensities in the physical and biogeochemical properties signify stronger physical forcing of 

upwelling.  
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The second statistic assessed is the event duration, which investigates separately the 

length of the upwelling and relaxation phases as defined in Section 3.2.2.1 and shown in Figure 

3.3. The length of the upwelling phase is calculated as the number of days between the start of 

the upwelling period up until the peak time. The duration of the upwelling phase can impact 

upwelling productivity and ocean acidification. Without changes in the upwelling intensity, 

longer events promote cumulatively more upwelled nutrients than shorter events. So, both the 

intensity and the length of active upwelling can modify ocean acidification. This may be 

accompanied by changes in pH and dissolved oxygen since these water properties are influenced 

by vertical heaving of isopycnals during upwelling events. Strong and/or persistent upwelling 

can cause acidic and hypoxic conditions harmful to calcareous organisms and benthic feeders 

(Chan et al. 2008; Fabry et al. 2008; Feely et al. 2008; Nam et al. 2011; Low et al. 2021). 

The third statistic evaluated is the number of upwelling events in the upwelling season 

and this captures the occurrence of synoptic upwelling. The number of events during the 

upwelling season indicate the number of incidents that may lead to an ecological upwelling 

response. 

B.) Upwelling Forcing Event Statistic 

The event cumulative intensity is the sum of the 2D transport over the upwelling phase of 

the upwelling events. This statistic accounts for both the strength of the upwelling forcing and 

the duration of the event upwelling phase. The event cumulative intensity is calculated from the 

NDBC 2D Ekman transport and the CCUI normalized by coastline length. 

3.2.3 Cross-shore Velocity Profiles and Cross-shore Transport 

The cross-shore currents are part of the oceanic upwelling response. The vertical 

structure in the cross-shore velocities is an important component of the wind-driven overturning 
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upwelling circulation, and this is expected to vary from year-to-year based on the wind-driven 

forcing. The vertical structure in the horizontal velocity fields is characterized for synoptic and 

seasonal upwelling, and these mean velocity profiles will be studied in Section 3.3. Year-to-year 

changes in the 2D ADCP cross-shore transport will be assessed in Section 3.3 as part of the 

emphasis on the interannual variability in upwelling during the 2014 marine heatwave, the 2015 

– 2016 El Niño, and the 2018 – 2019 El Niño. In addition to the ADCP estimate of cross-shore 

transport, there are two other estimates of the 2D cross-shore transport. These two other 

estimates are the 2D Ekman transport derived from local wind stress and the CCUI which is 

normalized by the length along the coastline.  

3.2.3.1 Cross-shore Velocity Profiles 

The mean cross-shore velocity profiles are determined from the CCE2 ADCP data to 

characterize the cross-shore velocity fields during synoptic and seasonal upwelling. For both 

timescales of interest, the cross-shore velocity profiles are constructed over the upwelling and 

relaxation periods. For synoptic upwelling events, the upwelling and relaxation periods are the 

upwelling and relaxation phases of the upwelling events. For seasonal upwelling, the upwelling 

and relaxation periods are the upwelling and relaxation seasons. The procedure for determining 

the mean upwelling and relaxation velocity profiles for both timescales of interest are described 

below. 

For synoptic upwelling, the cross-shore CCE2 ADCP velocities are band-pass filtered 

over 3 – 100 days. The cross-shore velocity anomalies are then temporally averaged over the 

upwelling and relaxation phases for each upwelling event. For each upwelling event, the depth-

averaged velocity is removed to suppress barotropic fluctuations unrelated to overturning 
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upwelling. The velocity profiles are annually averaged, i.e., averaged over all upwelling events 

during the upwelling season, which is defined to be from February – June.  

For seasonal upwelling, the band-passed cross-shore velocities described above are 

removed from the total cross-shore velocity field and these residual velocities are averaged over 

the upwelling season, i.e., February – June. This creates the cross-shore upwelling velocity 

profiles for each year where the depth average mean is removed to suppress barotropic 

fluctuations unrelated to overturning upwelling. The cross-shore velocity profiles representative 

of the relaxation season are determined in a similar manner. For the relaxation profiles, the 

residual horizontal velocities are averaged over the relaxation season, i.e., July – December, for 

each year. This creates the cross-shore relaxation velocity profiles for each year where the depth 

average mean is removed. 

3.2.3.2 2D Cross-shore Transport 
 

Interannual variability in the 2D cross-shore transport will be examined as part of the 

oceanic upwelling response on both synoptic and seasonal timescales. There are three ways for 

calculating the 2D cross-shore transport and the results will be shown in Section 3.3. Below, the 

three different methods for calculating the cross-shore transport are discussed. 

On synoptic timescales, the first way the 2D cross-shore transport is calculated uses the 

CCE2 ADCP data. The band-passed filtered cross-shore velocity anomalies derived in the 

previous section that are averaged over the event upwelling phases and then annually averaged 

are integrated over the upper ADCP bins from 14 – 50 m depth. This yields the 2D ADCP cross-

shore transport. In addition to the 2D ADCP transport, the second way 2D cross-shore transport 

is determined is from the NDBC 2D Ekman transport. The NDBC 2D Ekman transport is band-

passed filtered over 3 – 100 days and these anomalies are averaged over the upwelling phase of 
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the upwelling events and then averaged over all events in a year. The third estimate of the 2D 

transport comes from the CCUI. As with the 2D Ekman transport, the CCUI is band-pass filtered 

and the anomalies are averaged in the same manner as the 2D Ekman transport. The CCUI 

annual averages are normalized by a coastline length of 100 km to give the 2D transport. 

On seasonal timescales, the 2D ADCP cross-shore transport is determined from the 

seasonal averages, i.e., the upwelling season, of the cross-shore velocity data derived in the 

previous section. These velocities are vertically integrated over the upper 50 m, however, for the 

interannual variability in 2D cross-shore transport, the depth-average velocities are not removed 

from the seasonal averages. The cross-shore transport from the NDBC 2D Ekman transport and 

the CCUI data are handled similarly as the CCE2 ADCP data, where the synoptic component is 

removed from the total signal and the residuals are averaged over the upwelling season, i.e., from 

February – June.  

3.2.4 Steady State Theory and Burger Number 
 

The vertical structure in the cross-shore flow is important for the depth of upwelled 

waters, and consequentially the nutrient supply, as well as for the upper ocean 2D cross-shore 

transport. The physical flow regime at CCE2 may be governed by a topographic Burger number, 

as previously reported for other EBUS (Lentz and Chapman 2004). A steady state theory 

presented in Lentz and Chapman (2004) will be reviewed and the Burger number calculation will 

be presented. The calculated CCE2 Burger number will be reported in Section 3.3 and the steady 

state theory will be tested with the CCE2 ADCP data in Section 3.3.  

3.2.4.1 Steady State Coastal Upwelling Theory  
 
In a theory presented by Lentz and Chapman (2004), the depth of the onshore Ekman 

return flow reflects which term in the alongshore momentum equation balances the alongshore 
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wind stress. Onshore return flow in the interior indicates a balance between the wind stress and 

the divergence of the cross-shore momentum flux, while onshore return flow in the bottom 

boundary layer signifies that the wind stress is balanced largely by bottom friction. 

 In the steady state theory for two-dimensional coastal upwelling presented by Lentz and 

Chapman (2004), the depth of the onshore return flow is qualitatively proxied as the magnitude 

of the topographic Burger number, 

𝑆 = ÉY
w
.      (3) 

In equation (3), 𝛼 is the bottom slope and 𝑁 is the stratification, which is calculated as 

the buoyancy frequency as, 

𝑁+ = − s
v¤

¼v
¼½
.     (4) 

As part of the steady state theory, a larger Burger number indicates that the return flow occurs in 

the interior, i.e., a balance between wind stress and the divergence of the cross-shore momentum 

flux, and a smaller Burger number signifies that the return flow is in the bottom boundary layer, 

i.e., a balance between wind stress and bottom friction.  

3.2.4.2 CCE2 Burger Number Calculations 

A.) Calculation Overview 

 The Burger number will be calculated for synoptic upwelling events, the upwelling 

season, and the relaxation season at CCE2. For calculating the Burger number, the bottom slope 

is estimated to be 0.01 from the ETOPO global relief model. The stratification used in equation 

(4) is the buoyancy frequency averaged over the upper 125 m. This layer is similar to the layer 

thickness over which stratification is averaged at other EBUS sites (Lentz 1992). For each 

timescale of interest, the upper 125 m buoyancy frequency is temporally averaged to obtain a 
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representative stratification value. For synoptic upwelling events, the upper 125 m averaged 

buoyancy frequency is averaged over the upwelling phase of the upwelling events. Then the 

record-long mean buoyancy frequency is averaged over all events and this value is used in 

equation (3). For the upwelling season, the upper 125 m averaged buoyancy frequency is 

averaged over the upwelling season, i.e., February – June. The record-long mean is the averaged 

buoyancy over all upwelling seasons. For the relaxation season, the upper 125 m averaged 

buoyancy frequency is averaged over the relaxation season, i.e., July – December. The record-

long mean is the averaged buoyancy over all relaxation seasons.  

B.) Upper 125 m Averaged Buoyancy Frequency 

The Burger number calculations use the buoyancy averaged in the upper 125 m. The 

CCE2 mooring only measures density in the upper 80 m, so density must be approximated 

between 80 and 125 m depths. Gliders periodically profile at the CCE2 mooring site starting in 

2013 (see Chapter 2 Section 2.2.2.1 for a full description) and they do sample density in the 

upper ~600 m. The gliders do a mixture of station keeping and cross-shore transects, so they are 

not always at CCE2, and they do not provide measurements of density before 2013. To 

approximate density over the upper 125 m, both the mooring and the glider observations are 

utilized as follows.  

Temperature and salinity fluctuations at the deepest mooring sensor are assumed constant 

and are extrapolated down to 125 m. The fluctuations are determined based on removing the 

WOA mean temperature and salinity at the depth of the deepest sensor. The extrapolated 

temperature and salinity fluctuations then add the WOA mean temperature and salinity over 80 – 

125 m depths. This procedure is similar to how temperature and salinity were estimated at CCE2 

in the bottom layer in Chapter 2 (see Chapter 2 Appendix A). With these approximations of 
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temperature and salinity, density is computed and the buoyancy frequency is calculated. Before 

mid-2014 and after mid-2021, the deepest mooring sensor was at 40 m depth, so temperature and 

salinity fluctuations in these times come from the 40 m sensor.  

To assess this approach in approximating the layer averaged buoyancy frequency over the 

upper 125 m, the glider derived upper 125 m averaged buoyancy frequency is compared to the 

layer averaged buoyancy from the mooring data (Figure 3.4). The averaged buoyancy from the 

mooring data is well correlated, i.e., a correlation of 0.90, with the glider averaged buoyancy and 

the rms error is 1.30 × 10-5 1/s2. This demonstrates that this approach for approximating the 

upper 125 m averaged stratification is reasonable.  

3.2.5 Source Water Depth 
 
The cross-shore velocity profiles discussed in Section 3.2.3 are one proxy of the source 

water depth. On seasonal timescales and longer, the source water depth will also be estimated 

from a source water depth parameterization. Both approaches for estimating the source water 

depth will be used to assess typical source water depths at CCE2 in Section 3.3. 

Figure 3.4: CCE2 upper 125 m averaged buoyancy from the glider 
data against the upper 125 m averaged buoyancy estimated from the 
extrapolated mooring data set. The black line shows the 1-1 fit. The 
correlation and the rms error are reported in the figure. 
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3.2.5.1 Source Water Depth Scaling 

The source water depth is the depth from which water originates when it is brought to the 

surface during the upwelling process. Many physical and biogeochemical properties in the ocean 

change with depth, so the characteristics of the water upwelled to the surface depend on the 

depth from which the water came. The source water depth is influenced by both wind stress and 

stratification. Greater upwelling-favorable wind stresses enhance wind-driven overturning, cause 

mixing, and decrease buoyancy in the ocean. The wind stress may directly influence source 

water depth by modifying the overturning upwelling circulation and indirectly through its effect 

on the stratification, e.g., wind-driven mixing decreasing the stratification in the upper ocean. A 

weaker stratification is less inhibitory to the vertical fluxes of properties, thereby facilitating 

upwelling processes such as the uplifting of cooler, denser waters from below and the mixing of 

nutrients upwards (Roemmich and McGowan 1995; Bograd and Lynn 2003).  

Recent work by He and Mahadevan (2021) used both the wind stress and the buoyancy 

frequency to parameterize the depth of source waters based on a nonlinear relationship as 

follows,  

𝐷E = I MÊ
Z�v¤Yw

O
5/+
.     (5) 

In this equation 𝐶D is an efficiency factor set to 0.06 as in He and Mahadevan (2021) and 𝑁 is the 

stratification that is determined by the buoyancy frequency. Equation (5) for the source water 

depth represents the opposing influences of wind stress and buoyancy on the depth of source 

waters. On seasonal timescales and longer, this parameterization from He and Mahadevan (2021) 

is applicable to any EBUS including southern California.  
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3.2.5.2 CCE2 Source Water Depth Calculations 

To compute the source water depth as in equation (5), both the wind stress and the 

buoyancy frequency must be known. Local wind stresses from the NDBC 46054 buoy near the 

CCE2 mooring are used, and the stratification is determined from equation (4) where the 

buoyancy frequency is averaged over the upper 125 m.  

The annual cycle of the source water depth was computed based on data over 2010 – 

2021 (not shown) and compared to a source water depth climatology for California from a 

regional ocean model (Figure 3 in Jacox et al. 2015). The annual cycle of the source water depth 

estimated from equation (5) is about 35 m deeper than the source water depth climatology from 

Jacox et al. (2015), therefore the source water depth is shifted to be 35 m shallower to agree 

better with Jacox et al. (2015). The source water depth is examined in Section 3.3 as part of the 

analysis on the processes that modify low frequency upwelling variability and will be 

qualitatively compared against the mean seasonal cross-shore velocity profile discussed in the 

previous section. 

3.2.6 CCE2 Nitrate Prediction 
 
 As part of the analysis on interannual variability in upwelling, nitrate is predicted and 

compared to the observed nitrate. Two processes that govern year-to-year changes in upwelling 

are the nutricline depth and the regional source waters. The nutricline depth is strongly related to 

the depth of isopycnals in the range of 1025.8 - 1026 kg/m3 (Collins et al. 2003; Jacox et al. 

2015; Jacox et al. 2016; Zaba and Rudnick 2016), so changes in the nutricline depth reflect 

isopycnal heaving. Both the nutricline depth and the regional source waters will be discussed in 

Section 3.3. By comparing the predicted nitrate to the observed nitrate at CCE2 15 m depth, the 

nutricline depth, i.e., isopycnal shoaling, and the regional source waters are tested to see how 
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well they can explain the interannual variability in nitrate concentrations. Nitrate is predicted 

using the mean water mass composition on isopycnals, the CCE2 along isopycnal water mass 

anomalies, and nitrate content representative of the regional source waters. The nutricline depth, 

i.e., isopycnal shoaling, is accounted for by incorporating the isopycnal mean water mass 

composition, and changes in the regional source waters are included in the nitrate prediction 

through the along isopycnal water mass anomalies. 

Regional water masses have different nutrient properties and the composition varies with 

density, so the fractional amounts of the source waters are important as they influence the 

nutrients available for biological productivity. This demonstrates that the water mass 

composition and the nitrate content of the regional water masses are two important criteria for 

predicting nitrate. First, the water mass composition is determined. The nitrate observations at 

CCE2 are at 15 m depth, so to compare predicted nitrate to the observed nitrate, the water mass 

composition must be determined at 15 m. The water mass analysis from Chapter 1 cannot be 

executed at this depth because it is within the mixed layer and temperature is not conserved. 

Therefore, the water mass composition at 15 m depth is estimated as follows. 

The water mass composition at 15 m depth is determined as the sum of the mean 

isopycnal water mass composition and the along isopycnal anomalies. The mean isopycnal water 

mass composition is evaluated from the CCE2 water mass analysis that was performed at 76 m 

depth in Chapter 1. The fractional composition of water masses is averaged on isopycnals to 

calculate the mean isopycnal composition. As isopycnals heave, i.e., changes in the nutricline 

depth, this causes changes in the water mass composition. So, the isopycnal mean water mass 

composition accounts for variability in the nutricline depth.  
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The second component in computing the 15 m water mass composition is the along 

isopycnal anomalies. This accounts for changes in the fractional amounts of regional waters due 

to advection. This information is gathered from the water mass anomalies at 76 m depth, where 

the anomalies are assumed to be constant upward, i.e., the anomalies at 76 and 15 m depths are 

the same. For each day, these anomalies are added to the mean isopycnal composition, where the 

mean composition depends on the daily density. One limitation of this procedure for evaluating 

the 15 m water mass composition is that the mean water mass composition for the densities 

measured at 15 m depth is not always known. Lighter densities are not measured at the 76 m 

depth, so the mean composition for these shallower isopycnals is not known from the 76 m water 

mass analysis. Specifically, this method can only estimate the 15 m water mass composition 

when the 15 m density is 1025.5 kg/m3 or greater.  

Table 3.2: Nitrate content of the regional water masses from Bograd et al. (2019) on 
select isopycnals.  

 PSUW  PSUW PEW  PEW 
Density (kg/m3) 1025.6 1026.4 1026.2 1026.8 

Nitrate (𝝁M) 10.33 22.21 28.38 36.41 
The nitrate content of the regional water masses is the second criteria needed for 

predicting nitrate. Bograd et al. (2019) estimated the nitrate content of the regional source waters 

on specific isopycnals (Table 3.2). To extend the characterization of nitrate on isopycnals from 

Bograd et al. (2019), the nitrate content is assumed to vary linearly between isopycnals. The 

approximated nitrate on an isopycnal is multiplied by the estimated 15 m water mass 

composition, i.e., the sum of the mean isopycnal composition and along isopycnal anomalies, to 

determine the predicted nitrate and this is reported in Section 3.3. 

3.3 Upwelling Variability Results and Discussion 

Upwelling is examined from observations made off Point Conception, CA at synoptic 

and low frequency timescales. At both timescales of interest, the oceanic response is studied 
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followed by an investigation of factors that influence upwelling. A particular emphasis is placed 

on changes in upwelling during the 2014 marine heatwave, the 2015 – 2016 El Niño, and the 

2018 – 2019 El Niño. 

3.3.1 Synoptic Upwelling Events 

To characterize synoptic upwelling in southern California, the oceanic upwelling 

response and the upwelling forcing are examined. The oceanic upwelling response is the change 

in the physical and biogeochemical properties related to upwelling. To analyze the upwelling 

response, upwelling statistics are calculated on the detected upwelling events, where the event 

detection procedure was described in Section 3.2.2. The upwelling response also includes the 

cross-shore currents, so these are assessed as well. Then, the upwelling forcing is examined and 

these are the drivers of upwelling, i.e., wind stress and pressure gradients. The statistics on the 

upwelling forcing will be presented. A particular emphasis will be placed on the interannual 

variability in synoptic upwelling, i.e., upwelling response and upwelling forcing, in the years of 

the large-scale climate phenomena. 

3.3.1.1 Oceanic Response 

The oceanic upwelling response is assessed on synoptic timescales beginning with the 

correlation amongst the physical and biogeochemical parameters. This demonstrates that 

upwelling events are a significant process that influence the temporal variability in the in-situ 

conditions and motivates investigating upwelling at this timescale. Event statistics characterize 

synoptic upwelling, and year-to-year changes in the statistics are evaluated. The oceanic 

upwelling response also includes the cross-shore currents. The cross-shore flow is characterized 

for synoptic upwelling, and the synoptic 2D upper 50 m cross-shore transport is investigated for 
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changes during the years of the large-scale climate phenomena, i.e., the 2014 marine heatwave, 

the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño. 

A.) Property Correlations 

To demonstrate that the subseasonal variability is largely due to synoptic upwelling 

events, the CCE2 physical and biogeochemical timeseries are band-pass filtered over 3 - 100 

days. This filter removes the low-frequency variability and the annual cycle. Table 3.3 reports 

the correlations between the different CCE2 physical and biogeochemical properties at a lag of 0 

days. There is generally moderate to good agreement between the physical and biogeochemical 

properties over the duration of the record, particularly with those located at the same depth. The 

physical and biogeochemical measurements are also compared to the local wind stress with the 

max lagged correlation reported in Table 3.3. Maximum correlation occurs when the wind stress 

leads by 2 - 3 days. Overall, the correlations demonstrate a relationship between the properties,  

Table 3.3: CCE2 correlations amongst in-situ measurements of physical and biogeochemical 
properties. Correlations are computed over the band-passed data. The 95% confidence interval 
is listed. For wind stress, values in parentheses are the number of days at which the maximum 
correlation occurs. 

 Oxygen 
15m 

pH 15m ∆pCO2 
surface 

Nitrate 
15m 

Density 
76m 

Oxygen 
76m 

Wind 
Stress 

Density 
15m 

-0.43 ± 
0.03 

-0.52 ± 
0.02 

0.30 ± 
0.03 

0.72 ± 
0.01 

0.65 ± 
0.02 

-0.50 ± 
0.03 

-0.30 (4) 

Oxygen 
15m 

 0.80 ± 
0.01 

-0.60 ± 
0.02 

-0.68 ± 
0.02 

-0.33 ± 
0.03 

0.33 ± 
0.03 

0.31 (3) 

pH 15m   -0.63 ± 
0.02 

-0.72 ± 
0.02 

-0.33 ± 
0.03 

0.29 ± 
0.03 

0.31 (3) 

∆pCO2 
surface 

   0.66 ± 
0.02 

0.03 ± 
0.03 

0.40 ± 
0.03 

-0.42 (2) 

Nitrate 
15m 

    0.46 ± 
0.03 

-0.34 ± 
0.03 

-0.36 (3) 

Density 
76m 

     -0.82 ± 
0.01 

-0.17 (7) 

Oxygen 
76m 

      0.12 (6) 
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and some of this variability is related to synoptic wind forcing. The good correlation suggests 

that upwelling events are a significant process occurring in the coastal ocean that influence the 

temporal variability in the in-situ conditions and motivates inspecting year-to-year changes in 

subseasonal upwelling through the interannual variability of upwelling events.  

B.) Event Statistics 

To assess interannual variability in the oceanic upwelling response, three statistics are 

computed on the detected upwelling events. The statistics computed are event intensity, event 

duration, and the number of upwelling events in the upwelling season. The calculations of these 

statistics were described in Section 3.2.2 and the results are presented below. 

B1.) Upwelling Event Intensity 

Annual averages of the event intensity for the 3 - 100 day band-pass filtered physical and 

biogeochemical variables demonstrate substantial interannual variability (Figure 3.5). The 2011 

and 2012 event intensity averages are above the long-term mean for all of the variables in Figure 

3.5. Most of these averages are statistically different from the long-term mean, and this supports 

a stronger oceanic response on event time scales in these upwelling seasons.  

In the years encompassing the large-scale climate phenomena, both the 2014 and 2016 

seasonal averages of event intensity display mixed behavior regarding the relative strength of the 

oceanic response to synoptic upwelling. For example, the 2014 and 2016 15 m oxygen, ∆pCO2, 

and nitrate seasonal averages are below normal indicative of reduced upwelling. In contrast, 

other variables, e.g., the 2014 15 m pH, the 2014 and 2016 76 m oxygen, and the 2016 15 and 76 

m density, imply near normal synoptic upwelling conditions. During the 2014 marine heatwave 

and in the upwelling season after the 2015 – 2016 El Niño, the oceanic response to synoptic 

upwelling may have been slightly weaker. It is clear though that both the 2015 and the 2019 
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event intensity averages all suggest weaker upwelling events in these two upwelling seasons. 

Thus, the years associated with the El Niños report weaker synoptic oceanic upwelling 

responses.  

Figure 3.5: CCE2 averages of event intensity over the upwelling events using the band-pass 
filtered anomalies of (a) density at 15 m depth, (b) oxygen at 15 m depth, (c) pH at 15 m depth, 
(d) ∆pCO2 between the ocean and the air, (e) nitrate at 15 m depth, (f) density at 76 m depth, and 
(g) oxygen at 76 m depth. Error bars show the standard error. Gray dashed lines denote the 
average over all years. 
 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 
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B2.) Upwelling Event Duration 

On average, the upwelling phase lasts for about one week (Figure 3.6). This agrees with 

other studies that have investigated the duration of wind intensification driving synoptic 

upwelling (Dorman and Winant 1995; Austin and Barth 2002; Aguirre et al. 2021). The longer 

upwelling phase in 2011 is a factor contributing to the large event intensity averages for this 

upwelling season in Figure 3.5. The near normal upwelling phase length in 2012 suggests that 

the event intensity averages in this year that favor stronger upwelling in Figure 3.5 are not due to 

a longer amount of time spent in the upwelling phase. This implies that the magnitude of the 

upwelling forcing, e.g., wind stress, is greater in these years.  

The seasonal average upwelling phase lengths in 2014, 2015, and 2019 are below the 

long-term average, significantly so for 2019 (Figure 3.6). The shorter amount of time spent in the 

upwelling phase in these seasons contributes to the smaller event intensities in Figure 3.5. The 

average upwelling phase length in 2016 is slightly longer than the long-term average, which may 

explain why some of the event intensity averages in Figure 3.5 for this year are near normal or 

just above the long-term mean. In the years of large-scale climate phenomena, there are shorter 

Figure 3.6: Annual averages of the upwelling and relaxation phase lengths from the detected 
upwelling events at CCE2 that occur between February - June. Horizontal dashed lines are the 
mean upwelling and relaxation phase lengths averaged over all years. Error bars show the 
standard error. 
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upwelling phase lengths except for in 2016. The shorter amount of time spent under upwelling 

would have limited the opportunity for water to be upwelled from below, and thereby not drive 

large changes in the water mass properties at a fixed depth, as evident in Figure 3.5. 

Also shown in Figure 3.6 are the seasonal averages of the relaxation phase duration. The 

record-long average of the relaxation phase lengths shows that generally relaxations in southern 

California are about a week long. The relaxation length can be an important criterion for 

biological productivity as previous investigations report an optimal relaxation time frame of 3 – 

7 days to enable nutrient uptake (Dugdale and Wilkerson 1989; Dugdale et al. 1990; Botsford et 

al. 2006; Dugdale et al. 2006; Wilkerson et al. 2006). Thus, amongst the upwelling events 

detected in this chapter, these events relax long enough to facilitate productivity. The year-to-

year changes in the lengths of the upwelling and relaxation phases generally follow each another. 

However, the amount of time spent in the upwelling versus the relaxation phase can differ given 

the asymmetry in upwelling.  

B3.) Upwelling Events Per Season 

The third statistic evaluated is the number of upwelling events in the upwelling season 

(Figure 3.7). The long-term average in the number of upwelling events detected within the 

Figure 3.7: The number of upwelling events during the upwelling season at CCE2. Horizontal 
dashed line is the average over all years.   
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upwelling season is about 7. Note that the smaller value in 2017 at CCE2 is biased by the limited 

time the mooring was in the water (Figure 3.2). There is a casual association between the number 

of upwelling events in a season and the durations of the upwelling and relaxation phases. Years 

that have a greater number of events typically last for a shorter period of time in the upwelling 

and/or relaxation periods, as expanded on below (Figures 3.6 and 3.7).  

In the years of stronger oceanic upwelling responses prior to the 2014 marine heatwave, 

i.e., 2011 and 2012 (Figure 3.5), the number of events during these upwelling season are lower in 

2011 and 2012. While there were fewer events in 2011 and 2012, the total length of these events, 

i.e., the sum of the upwelling and relaxation phases, persisted longer than the typical 16 day 

duration (Figure 3.6). The near normal to longer event upwelling phases in these seasons 

encourage a greater upwelling response due to the cumulative effect of the upwelling forcing, 

e.g., wind stress. Meanwhile, the longer relaxation periods allow the coastal ocean to relax back 

to baseline conditions so that when the subsequent upwelling event begins, the event intensity is 

calculated over a large range by including neutral, more stratified conditions. These conditions 

favor larger event intensities, which is apparent in 2011 and 2012 (Figure 3.5).  

During the 2014 marine heatwave and the 2015 – 2016 El Niño, there were slightly more 

events (Figure 3.7) that lasted for a slightly shorter period of time (Figure 3.6). Despite the 

occurrence of more upwelling events, the shorter event durations may be associated with a 

cumulatively less significant upwelling forcing, which will be investigated in a later section. In 

the upwelling season after the 2018 – 2019 El Niño, there are fewer upwelling events (Figure 

3.7) and the events are shorter as well (Figure 3.6).  
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C.) Cross-shore Velocity Profiles and 2D Cross-shore Transport 

The cross-shore transport in upwelling regions is significant for influencing how much 

water gets upwelled and the depth at which the upwelled water comes from. The significance of 

the cross-shore circulation on upwelling motivates investigating the cross-shore velocity to 

characterize the cross-shore flow regime during upwelling over synoptic time scales. The 

characteristic cross-shore velocities will be studied from the detected upwelling events, and these 

velocities are used to study the interannual variability in the upper 50 m synoptic 2D cross-shore 

transport.  

Figure 3.8: CCE2 cross-shore velocity anomalies averaged over the upwelling phases of 
upwelling events in (a) and averaged of the relaxation phases of upwelling events in (b). 
Also shown in (a) are the seasonally averaged cross-shore velocities over the upwelling 
season, i.e., February – June, while the seasonally averaged cross-shore velocities during 
the relaxation season, i.e., July – December, are shown in (b). The thin lines in (a) and (b) 
are the annual averages and the thick lines are the averages over all years. 

(a) (b) 
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C1.) Upwelling Cross-shore Velocity Profile  

The averaged cross-shore flow typical during the upwelling phase of the upwelling events 

is offshore in the upper ocean with an offshore maximum at the shallowest bin measured, i.e., 

~14 m (Figure 3.8a). Just below 200 m depth, the offshore flow becomes onshore and the cross-

shore velocity continues to be onshore at least down to 500 m depth. Over the depth range 

measured by the ADCP, onshore flow is a maximum at 500 m depth. Since the depth-averaged 

cross-shore velocity has been removed, the offshore 2D transport in the upper approximately 200 

m is balanced by onshore transport between 200 and 500 m depth, so that the net cross-shore 

transport in the upper 500 m is 0 m2/s. The shape of the synoptic upwelling profile differs from 

other cross-shore velocity profile results averaged over long periods of time, but these other 

results do not isolate synoptic variability (Zaba et al. 2020). The shape of the mean synoptic 

upwelling profile in Figure 3.8a can be explained by a steady state theory. 

Table 3.4: CCE2 buoyancy frequency using equation (4) and the corresponding Burger 
number using equation (3) for the upwelling periods of synoptic upwelling events, the 
upwelling season, and the relaxation season. In equation (3), 𝛼 is estimated to be 0.01 from the 
ETOPO global relief model. 

 Buoyancy Frequency (1/s) Burger Number 
Synoptic Upwelling 1 × 10-3 0.12 
Upwelling Season 9.2	× 10-3 1.12 
Relaxation Season 10 × 10-3 1.22 

 

In the upwelling event profile, the onshore maximum occurs in the deepest ADCP bins 

and the cross-shore flow increases with depth. Under the assumption of a 2D balance, the depths 

at which the onshore return flow occurs suggests the balance of terms in the alongshore 

momentum equation. Using this theory published by Lentz and Chapman (2004), Figure 3.8a 

shows that on synoptic time scales the wind stress is balanced more by the bottom friction. Table 

3.4 contains representative values of the synoptic stratification and the corresponding Burger 
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number, with these calculations described in Section 3.2.4. The weaker stratification during 

synoptic upwelling yields a smaller Burger number. 

This Burger number and the mean cross-shore velocity profile are compared to Burger 

numbers and cross-shore velocity profiles from other upwelling regions. The Burger numbers 

from other upwelling regions published by Lentz and Chapman (2004) are listed in Table 3.5. 

NW Africa’s Burger number is most similar to the CCE2 synoptic Burger number and the NW 

Africa cross-shore flow profile (Figure 3.9) is similar to the CCE2 synoptic profile with offshore 

flow strongest at the surface, onshore flow greatest near the bottom, and a 0 cm/s crossing at 

mid-depth. This comparison shows qualitative similarities between the synoptic cross-shore 

circulation at CCE2 and upwelling off NW Africa. 

Table 3.5: Burger numbers for multiple upwelling regions. Values at locations other than the 
CCE2 mooring and central California are from Lentz and Chapman (2004). The central 
California Burger number is approximated from the values in Table 2 of Davis (2010). 
Upwelling Region NW Africa Northern 

California 
Oregon Peru Central 

California 
Burger Number 0.19 0.43 0.95 1.35 2 

 

Figure 3.9: Cross-shore velocity profiles at multiple upwelling sites. Positive values in 
the cross-shore velocities are offshore. Figure is modified from Lentz and Chapman 
(2004). 

offshore onshore 
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C2.) Relaxation Cross-shore Velocity Profile 

The cross-shore velocity anomalies averaged over the relaxation phase of upwelling 

events are shown in Figure 3.8b. As upwelling relaxes, it is expected that the wind-driven cross-

shore flow in the surface layer becomes less offshore and may even become onshore (Winant et 

al. 1987; McCabe et al. 2015). This behavior is apparent in the mean synoptic cross-shore 

velocity profile in Figure 3.8b. The cross-shore currents are onshore and strongest near the 

surface with weak nearly constant offshore flow at depths deeper than about 100 m. Onshore 

flow during relaxation periods can be important for facilitating larval retention near the coastline 

demonstrating why periodic reversals in the offshore flow are important for biological processes 

(Farrell et al. 1991; Roughan et al. 2006).  

C3.) Interannual variability in the 2D Cross-shore Transport  

The physical and biogeochemical properties in Sections 3.3.1.1b demonstrated changes in 

the synoptic oceanic upwelling response during the 2015 – 2016 El Niño and the 2018 – 2019 El 

Niño. Given the weaker oceanic upwelling response in 2015 and 2019, it is anticipated that there 

Figure 3.10: CCE2 ADCP annual averages of the band-passed cross-shore transport 
anomalies when integrated over 14 – 50 m depths during event upwelling phases. Also shown 
are the annual averages of the local 2D Ekman transport anomalies from the NDBC 46054 
buoy and the CCUI anomalies normalized by 100 km coastline length. 
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may also be weaker offshore 2D transport in the upper 50 m. This layer is strongly wind-driven, 

so changes in the alongshore winds, i.e., upwelling forcing, are expected to result in changes in 

the 2D cross-shore transport over the upper 50 m. The interannual variability in the synoptic 

cross-shore 2D transport is investigated to inspect changes in offshore Ekman transport during 

the El Niños beginning with the ADCP velocities evaluated in the previous section. 

The annual averages of the ADCP 2D cross-shore transport in the upper ocean reveal 

weaker offshore transport in 2015 and 2016, however these are not the weakest years in the 

record (Figure 3.10). In another estimate of the 2D cross-shore transport, the NDBC 2D Ekman 

transport has less offshore annual averages in 2015 and 2019, as well as in 2016. Locally, this 

indicates weaker upwelling favorable winds off Point Conception on synoptic timescales in these 

years. The third estimate of cross-shore transport is the normalized CCUI, and the normalized 

CCUI annual averages in 2015 and 2019 are the least offshore over the record. Thus, off Point 

Conception and regionally in the SCB, there were weaker upwelling winds on synoptic 

timescales in the years of the El Niños, and there was also relatively weaker offshore ADCP 

transport in these years.  

3.3.1.2 Upwelling Forcing 

The in-situ measurements describe the ocean’s response to upwelling, but it is also of 

interest to see how the oceanic upwelling response relates to the strength of the upwelling 

forcing. To assess the interannual variability of upwelling strength on event timescales and how 

similar it is to the in-situ observations, both the local wind stress and the CCUI are analyzed to 

understand the variability in the upwelling forcing.  

Annual averages of the event cumulative intensity calculated on the 3 - 100 day band-

pass filtered 2D NDBC Ekman transport and the 3 - 100 day band-pass filtered CCUI normalized 
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by coastline length are higher in 2011 and 2012 for the local Ekman transport and in 2012 for the 

CCUI (Figure 3.11). The larger cumulative intensity in these years is consistent with the larger 

event intensities in the physical and biogeochemical properties (Figure 3.5). The larger 

cumulative forcing is related to the longer upwelling phase lengths (Figure 3.6) and above 

average values in the upwelling forcing. For 2011 and 2012 the local wind stress is above 

average, whereas in 2012 the CCUI is above average (not shown).  

While the annual average of cumulative event forcing in 2014 during the marine 

heatwave is near normal, the NDBC and CCUI annual averages in 2015 and 2016 during the 

2015 – 2016 El Niño are below the long-term average in Figure 3.11, significantly so for 2015. 

The shorter upwelling phase in 2015 (Figure 3.6) contributed to the lower cumulative Ekman and 

vertical transport (Figure 3.11), while in both 2015 and 2016 weaker magnitudes in the 

upwelling forcing averaged over the upwelling phases contributed to the lower cumulative 

forcing in these years (not shown). Thus, the reduced oceanic response on synoptic time scales in 

the years associated with the 2015 – 2016 El Niño (Figure 3.5) is attributed to the weaker 

Figure 3.11: Annual averages of event cumulative intensity for the local NDBC Ekman transport 
anomalies near CCE2 and the CCUI anomalies. Horizontal dashed lines are the record-long 
averages of event cumulative intensity for the Ekman transport anomalies and the CCUI 
anomalies. Error bars show the standard error. CCUI anomalies have been normalized by a 100 
km coastline length. 
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cumulative wind forcing related to changes in the upwelling phase length for 2015 and in the 

strength of the upwelling forcing in 2015 and 2016.  

In the following 2018 – 2019 El Niño, the 2019 average in the local Ekman transport and 

CCUI anomalies are substantially lower than the decadal average. As with the earlier El Niño, 

the weaker cumulative upwelling forcing is related to the shorter duration of upwelling events 

(Figure 3.6) and the smaller magnitudes in the upwelling forcing during event upwelling periods 

(not shown). These two effects on the cumulative event intensity are responsible for the subdued 

oceanic response in the 2019 upwelling season (Figure 3.5).  

In this section, qualitative comparisons showed that greater event cumulative forcing 

drove a larger response in the oceanic properties, i.e., 2011 and 2012, while years exhibiting a 

weaker oceanic upwelling response were associated with weaker event cumulative intensity, i.e., 

2015 and 2019. As expected, this reflects that in general greater upwelling forcing, i.e., longer 

upwelling length or larger magnitudes, drives a stronger oceanic upwelling response. 

3.3.1.3 Summary of Synoptic Scale Upwelling during the 2014 Marine 

Heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño  

In this section, the variability of synoptic upwelling was assessed to investigate if there 

were changes in upwelling in the years of the large-scale climate phenomena. An overview is 

given of the results from Section 3.3.1 pertaining to years associated with the large-scale climate 

phenomena. 

Many of the event intensity averages for the multiple CCE2 physical and biogeochemical 

properties are lower in 2014 – 2016 and 2019 (Figure 3.5). These weaker averages are most 

notable in 2015 and 2019 when nearly all of the event intensity averages are significantly 
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reduced. The weaker synoptic upwelling response, particularly in 2015 and 2019, demonstrates 

the anomalous changes in upwelling in these years.  

The averaged event cumulative intensity from the local 2D Ekman transport and the 

CCUI showed that the weaker synoptic upwelling response in the years affiliated with climate 

phenomena were due to weaker synoptic upwelling forcing (Figure 3.8). The event cumulative 

intensity, which considers both the length of upwelling phase and the magnitude of the upwelling 

forcing, demonstrated that one or both of these factors contributed to weaker synoptic upwelling 

in the years of climate phenomena. In the years of large-scale climate phenomena aside from 

2016, synoptic upwelling events were shorter limiting the time in which heightened upwelling 

winds acted on the ocean (Figure 3.6). Furthermore in 2015, 2016, and 2019 the upwelling 

forcing when averaged over the event upwelling periods were weaker, thereby reducing the 

cumulative intensity in these years (not shown).  

These results indicate that both the upwelling drivers and the oceanic responses were 

altered in the years of large-scale climate phenomenon at synoptic timescales. These results 

agree with other studies that have investigated the impacts of El Niño on upwelling in the CCS. 

For example, multiple model results demonstrated decreased upwelling productivity during the 

2015 – 2016 El Niño (Frischnecht et al. 2015; Jacox et al. 2015; Jacox et al. 2016; Frischnecht et 

al. 2017). Additionally, Zaba and Rudnick (2016) report weakened upwelling and deepening of 

the chlorophyll fluorescence maximum that began in 2014 during the marine heatwave and 

continued into the 2015 – 2016 El Niño. 

3.3.2 Low Frequency Upwelling Variability 

To assess the low frequency interannual variability in upwelling, first the upwelling 

response is investigated followed by an examination of the processes that govern the low-
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frequency upwelling variability. In the analysis on the low frequency oceanic upwelling 

response, the multiple CCE2 physical and biogeochemical observations are assessed, along with 

the cross-shore currents.  

In the analysis on the processes that modify interannual variability in upwelling, there are 

several factors considered including the vertical transport, the depth of the upwelled source 

waters, the nutricline depth, and the composition of the source waters. To assess how some of 

these processes influence upwelling, i.e., nutrient concentration at a fixed depth, nitrate is 

predicted and compared to observed nitrate. The predicted nitrate considers isopycnal heaving, 

i.e., nutricline depth, and along isopycnal source water variability.  

3.3.2.1 Oceanic Response 

The seasonal variability in the oceanic upwelling response is assessed from the physical 

and biogeochemical properties. The oceanic upwelling response also includes the cross-shore 

Figure 3.12: CCE2 seasonally low-pass filtered density at 15 and 76 m depths and 
∆pCO2 with the annual cycle removed in (a) and the same for oxygen at 15 and 76 m 
depths and pH at 15 m depth in (b). 

(a) 

(b) 
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currents, so the cross-shore flow is characterized for seasonal upwelling and the 2D cross-shore 

transport is inspected in the years of large-scale climate phenomena.  

A.) Low pass filtered physical and biogeochemical timeseries 

The assessment of low frequency upwelling begins with analyzing the physical and 

biogeochemical properties at this time scale. The first several variables investigated at low 

frequencies are density, oxygen, pH, and ∆pCO2 (Figure 3.12). To inspect the lower frequencies 

excluded by the band-passed data in Section 3.3.1, the timeseries data are low-pass filtered over 

100 days and the annual cycle is removed. The annual cycle is computed over 2010 – 2021.  

Many of the variable properties exhibit anomalies characteristic of greater upwelling in 

the first several years of the record, i.e., 2010 – 2013. This includes positive density anomalies at 

both depths, positive ∆pCO2 anomalies at the surface, negative pH anomalies at 15 m depth, and 

negative oxygen anomalies at 76 m depth. Thus, not only were there stronger synoptic upwelling 

responses in some of these years, e.g., 2011 and 2012 (Figure 3.5), but the low frequency oceanic 

response also suggests stronger background upwelling. In winter 2013/2014, the anomalies of the 

aforementioned variables that were supportive of greater upwelling from 2010 - 2013 switch 

signs signifying a change in upwelling that persists for the next few years (Figure 3.12).  

During the 2014 marine heatwave and the 2015 – 2016 El Niño, all of the physical and 

biogeochemical properties in Figure 3.12 indicate reduced upwelling. The anomalies largely 

maintain the same sign up until approximately mid-2016. This persistency in the anomaly 

behavior sets apart the upwelling seasons in these years from other years in the record. The 

change in the properties during the El Niños reveal that there was a weakened oceanic response 

in the low frequency upwelling as well as on event timescales.  
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The other notable period of reduced upwelling in Figure 3.12 is in spring 2019 following 

the 2018 – 2019 El Niño. Beginning in winter 2018/2019, negative anomalies appear in density 

at both depths, which is contemporaneous with positive anomalies in oxygen at both depths and 

pH. The magnitude of the oxygen and pH anomalies reach similar values to those that occurred 

during the 2014 marine heatwave and the 2015 – 2016 El Niño. Despite the positive ∆pCO2 

anomalies during winter 2018/2019, the ∆pCO2 anomalies switch sign to become negative, i.e., 

indicative of reduced upwelling, by early spring 2019. The reduced upwelling oceanic response 

lasts until about mid-2019 and the low frequency fluctuations imply that in addition to the 

weakened synoptic upwelling in spring 2019, the background upwelling signal is also 

anomalously low.  

The 2021 low frequency upwelling response implies stronger upwelling in spring 2021. 

The upwelling response suggests there may be stronger upwelling in this year and that upwelling 

in this year may be comparable to the years before the 2014 marine heatwave, i.e., 2010 – 2013. 

The greater upwelling over these two different periods will be examined in the next several 

sections.  

B.) Cross-shore Velocity Profiles and Cross-shore Transport 

The cross-shore flow is also part of the oceanic upwelling response and this section 

examines the cross-shore velocities over the upwelling and relaxation seasons. The procedure for 

averaging the cross-shore velocities was described in Section 3.2.3, and the cross-shore 

velocities are studied for interannual variability in the seasonal 2D cross-shore transport over the 

upper 50 m. 
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B1.) Upwelling Cross-shore Velocity Profile 

The seasonal cross-shore velocity in the upper ocean is offshore with an offshore 

maximum at about 20 m depth (Figure 3.8a). The seasonal cross-shore velocity profile has a 0 

cm/s crossing at about 70 m depth which is much shallower than the 0 cm/s crossing in the 

synoptic profile. Onshore velocity in the seasonal velocity profile is a maximum at about 125 m 

depth and the cross-shore flow goes offshore at depths below approximately 325 m. The 

cumulative cross-shore transport is 0 m2/s at about 150 m depth signifying that the onshore 

transport between 70 and 150 m depth balances offshore Ekman transport in the upper layer. 

These results will be useful for validating the source water depth estimate, and they will be 

revisited in Section 3.3.2.2.   

  An important distinction in the seasonal velocity profile is that the subsurface onshore 

maximum is just below the Ekman layer, whereas in the synoptic upwelling profile this 

maximum is closer to the bottom. In the steady state theory presented by Lentz and Chapman 

(2004), the onshore return flow in the interior indicates a balance between the wind stress and the 

divergence of the cross-shore momentum flux, suggesting that these terms balance on seasonal 

time scales. Consistent with this theory, the Burger number for seasonal upwelling is large, and it 

is greater than the Burger number that was found for synoptic upwelling (Table 3.4). 

The Oregon and Peru Burger numbers are most alike the CCE2 seasonal Burger number 

(Table 3.5) and both of these regions have onshore return flow immediately below the Ekman 

layer (Figure 3.9). The CCE2 seasonal profile has a shallower onshore peak like Oregon but 

contains offshore flow closer to the bottom like Peru. The cross-shore velocity profile off central 

California shares similar features to the seasonal CCE2 profile (Figure 8 in Davis 2010). 
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Onshore return flow off central California is more pronounced and occurs over a thinner layer 

and this may be attributed to the larger Burger number approximated for this region (Table 3.5).  

Under the theory proposed by Lentz and Chapman (2004), the relatively stronger 

stratification during the upwelling season promotes a shallower onshore return flow, while 

during upwelling events the weaker stratification favors a deeper onshore return flow. This 

illustrates how upwelling on different timescales impacts the cross-shore circulation. The 

upwelling cross-shore velocity profiles are similar to other upwelling sites with comparable 

Burger numbers (Smith 1981; Lentz and Chapman 2004; Davis 2010). Lentz and Chapman 

(2004) examined the role of the divergence of the cross-shore momentum flux on the cross-shore 

circulation by supporting return flow in the interior, but the APG can also influence the cross-

shore velocity profile by promoting interior onshore return flow (Pringle and Dever 2009; 

McCabe et al. 2015) and the pronounced presence of APGs in EBUS may be an important 

mechanism in modifying the circulation (Hickey and Pola 1983; Connolly et al. 2014).  

B2.) Relaxation Cross-shore Velocity Profile  

The mean seasonal profile of cross-shore flow during the relaxation season has weak 

offshore flow in the upper ocean that becomes onshore at ~30 m depth with an onshore 

maximum at 100 m depth (Figure 3.8b). At depths below 250 m, the cross-shore flow returns 

offshore. The weak offshore Ekman flow near the surface with a shallower 0 cm/s crossing is 

consistent with the results in Chapter 2 (see Figure 2.11). Namely, the annual cycle for vertical 

transport in southern California remains positive throughout the year signifying that upwelling 

occurs even in months outside of the upwelling season, but it is weaker than upwelling during 

the spring season. These results will be useful for validating the source water depth estimate, and 

they will be revisited in Section 3.3.2.2.   
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Another feature of the mean relaxation season profile is the shallower depth of the 

maximum onshore velocity. Stratification is larger in summer and fall during the relaxation 

season, and consequentially the calculated Burger number is bigger (Table 3.4). The relaxation 

season cross-shore velocity profile is like Peru’s cross-shore velocity profile (Figure 3.9) where 

there is greater offshore flow closer to the bottom. Additionally, the Burger number 

representative of Peru is similar to the Burger number at CCE2 during the relaxation season 

(Tables 3.4 and 3.5). 

B3.) Interannual variability in the 2D Cross-shore Transport 

Interannual variability in the cross-shore transport during the upwelling season is 

examined to assess changes that may have occurred during the years of large-scale climate 

phenomena (Figure 3.13). The cross-shore flow in the upper ocean is strongly wind-driven, so 

changes in the alongshore winds, i.e., upwelling forcing, are expected to result in changes in the 

2D cross-shore transport over the upper 50 m. The unusually low ADCP transport value in 2017 

is due to the limited data in this season with only about two months of observations. The ADCP 

Figure 3.13: CCE2 ADCP annual averages of the cross-shore transport when integrated 
over 14 – 50 m depths during the upwelling season, i.e., February - June. Also shown are 
the annual averages of the local 2D Ekman transport from the NDBC 46054 buoy and the 
CCUI normalized by 100 km coastline length where both are averaged over February - 
June. 
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data reveal reduced offshore transport in 2014 – 2016 and 2019 during the years of large-scale 

climate phenomena. Thus, not only were the physical and biogeochemical properties anomalous 

in these years, but the strength of the coastal divergence was also altered on seasonal time scales.  

The less offshore ADCP transport in 2014 may have been assisted by more onshore 

geostrophic transport, in addition to the weaker upwelling favorable wind forcing, as will be 

shown in Section 3.3.2.2, and this would have facilitated the less negative average in 2014 in 

Figure 3.13. While in 2015 the less onshore geostrophic transport, which will be shown in 

Section 3.3.2.2, would have been in favor of more offshore flow, thereby reducing the 

anomalous behavior in the 2D ADCP transport. This opposes the weaker upwelling favorable 

wind forcing that is suggested by the NDBC 2D Ekman transport, and the 2D ADCP transport 

would be expected to have been less offshore in this season had the cross-shore geostrophic 

transport been near normal.  

The NDBC 2D Ekman transport does not clearly indicate anomalously less offshore 

transport in the years of large-scale climate phenomena aside from 2015. The 2D cross-shore 

transport from the normalized CCUI shows some weakening in the 2014 – 2016 annual averages. 

The 2D Ekman transport and normalized CCUI transport generally suggest there was weakening 

in the seasonal upwelling winds in the 2014 marine heatwave and the 2015 – 2016 El Niño.  

The 2D ADCP cross-shore transport is relatively less offshore in 2019 after the 2018 – 

2019 El Niño. However, a more positive annual average is not apparent in either the NDBC 2D 

Ekman transport nor in the CCUI averages. It will be suggested in a later section that there was a 

delay in the 2019 upwelling season. Thus, the averages over February – June may not 

comprehensively represent upwelling in this year. A change in the averaging period for this year 
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would reveal a less offshore annual average in the Ekman transport and normalized CCUI 

transport, like the change with the more positive ADCP cross-shore transport.  

With the exception of 2017 and 2019, there is a decreasing trend in the ADCP data, i.e., 

increased offshore transport, from 2014 onwards. This is also a general feature in the CCUI 

seasonal averages but not in the NDBC Ekman transport indicating that the general trend in 

increased offshore transport over the last several years is related to a decreased poleward APG 

force in these seasons. The seasonal transport averages captured reduced ADCP transport during 

the 2014 marine heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño. Of these 

years, the upwelling forcing was weaker in 2014 and 2015. 

3.3.2.2 Processes Governing the Low Frequency Upwelling Variability 

The low frequency variability from the in-situ measurements in Section 3.3.2.1 

demonstrated interannual changes in the low frequency oceanic upwelling response. These 

observations showed anomalous changes during the 2014 marine heatwave, the 2015 – 2016 El 

Nino, and in the upwelling season after the 2018 – 2019 El Nino indicative of less upwelling. 

There are multiple processes that alter low frequency changes in upwelling including vertical 

transport, source water depth, depth of the nutricline, and source water composition. These 

processes are examined over the CCE2 mooring record. Some of these processes are closely 

associated with nitrate concentrations, and nitrate is predicted to determine how well these 

processes explain interannual variability in the observed nitrate.  

A.) Vertical Transport 

The interannual variability in upwelling is assessed by studying the low frequency 

variability in the vertical transport from CCUI. The CCUI anomalies are constructed based on 

removing the annual cycle and low-pass filtering the anomalies over 100 days (Figure 3.14). The 
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annual cycle is computed over 2010 – 2021. The CCUI Ekman and geostrophic components are 

also investigated, where the Ekman and geostrophic anomalies are determined in the same 

fashion as the CCUI anomalies. Additionally, the 2D Ekman transport anomalies derived from 

the local wind stresses near CCE2 are handled similarly.  

The CCUI anomalies illustrate mildly above average values in vertical transport in the 

2011 and 2013 upwelling seasons, i.e., positive anomalies in Figure 3.14 in February - June. To 

assess whether the positive CCUI anomalies are related to a strengthening in the upwelling 

favorable winds or to the APG, the Ekman and geostrophic transports that contribute to the 

CCUI are examined. The sign convention of the anomalies in Figure 3.14 are arranged such that 

positive Ekman transport anomalies signify greater upwelling favorable winds, while positive 

geostrophic transport anomalies represent less onshore geostrophic transport. The CCUI Ekman 

transport anomalies and 2D Ekman transport anomalies are largely positive, i.e., upwelling 

favorable, in the 2010 – 2013 spring upwelling seasons indicating that the larger oceanic 

response in these years (Figure 3.12) coincided with greater upwelling favorable winds. The 

CCUI geostrophic transport anomalies are not consistently in favor of upwelling throughout 

Figure 3.14: CCUI anomalies that have the annual cycle removed and are low-pass filtered 
over 100 days. The annual cycle is computed over 2010 – 2021. The Ekman and geostrophic 
transport components that compose the CCUI are also shown where the annual cycle is 
removed and the anomalies are low-pass filtered over 100 days. The last timeseries shown is 
the 2D Ekman transport anomalies derived from the NDBC 46054 buoy alongshore wind 
stress anomalies. Positive anomalies are in favor of more upwelling. 
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these upwelling seasons, so the greater vertical transport and oceanic upwelling response in the 

2010 – 2013 upwelling seasons are forced primarily by the alongshore winds.  

After these years, the CCUI anomalies are negative from 2013 – fall 2015 and again in 

spring 2016. While these anomaly magnitudes are not particularly unusual, the persistency of the 

negative anomalies over 2014 and 2015 is noteworthy. In the 2014 - 2016 upwelling seasons, the 

2D Ekman transport anomalies and the CCUI Ekman transport anomalies are generally negative, 

while the geostrophic transport anomalies are near normal or negative in spring 2014 and 2016. 

These results demonstrate that upward vertical transport was reduced in the years of large-scale 

climate phenomena, and this was a result of weakened upwelling favorable winds and more 

onshore geostrophic transport in some seasons. Thus, the reduced vertical transport forced less of 

an oceanic response (Figure 3.12). The weakened background upwelling signal in 2015 occurred 

alongside decreased synoptic upwelling in this year.  

Interestingly, in the upwelling season after the 2018 – 2019 El Niño the CCUI anomalies 

are positive, and vertical transport is greater in this year. In spring 2019, the CCUI Ekman 

transport anomalies and the 2D Ekman transport anomalies are negative denoting weakened 

upwelling favorable winds. The CCUI geostrophic transport anomalies are positive in this 

upwelling season, which has an effect of reducing onshore geostrophic transport and facilitating 

more coastal divergence. This influence opposes the behavior in the wind field and drives the 

positive CCUI anomalies at this time. While there is a greater approximated amount of upwelling 

in the 2019 upwelling season, other processes may have influenced the weaker oceanic response 

in Figure 3.12, and these will be explored in the next few sections. 

In spring 2021, a stronger oceanic upwelling response was shown in Figure 3.12. The low 

frequency CCUI anomalies in Figure 3.14 demonstrate an enhanced background upwelling 
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signal that contributed to the increase in upwelling in spring 2021. The positive CCUI anomalies 

were forced by the positive CCUI Ekman transport anomalies with positive 2D Ekman transport 

anomalies also present at the time.  

The results in this section demonstrate that there is a qualitative association between the 

low frequency fluctuations in vertical transport (Figure 3.14) and the low frequency variability in 

the physical and biogeochemical measurements (Figure 3.12). Upwelling seasons with 

stronger/weaker vertical transport anomalies occur alongside anomalies in the in-situ 

measurements that indicate a stronger/weaker oceanic upwelling response, except in spring 2019. 

This relationship is expected as a stronger upwelling forcing is thought to drive greater vertical 

shoaling of isopycnals and hence the change in water mass properties. In spring 2019 when this 

relationship does not appear to hold, the weaker upwelling favorable wind stress may have 

modified other processes, e.g., source water depth, which could have caused the reduced ocean 

upwelling response in Figure 3.12, and this is investigated next.  

B.) Source Water Depth 

The time series of approximated source water depth using the parameterization by He and 

Mahadevan (2021) shown in Figure 3.15a is low-pass filtered over 100 days and the source water 

depth anomalies are displayed in Figure 3.15b. The anomalies have the annual cycle removed, 

where the annual cycle is computed over 2010 – 2021. The source water depth estimate using the 

Burger number and the steady state theory presented by Lentz and Chapman (2004) suggests a 

region within the water column where the source water depth occurs, e.g., interior or bottom 

boundary layer; while the source water depth estimate using the He and Mahadevan (2021) 

parameterization calculates a value for the source water depth. Therefore, low frequency changes 

in source water depth are examined based on this parameterization.  
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The mean source water depth during the upwelling season, i.e., February – June, is about 

75 m depth and the mean source water depth during the relaxation season, i.e., July – December, 

is about 35 m depth (Figure 3.15a). These characteristic values of the source water depth are just 

below the depth of the 0 m/s crossing in the upwelling and relaxation season mean cross-shore 

velocity profiles (Figure 3.8). The source water depth should be below the 0 m/s crossing in the 

cross-shore velocity profile, so this check on the parameterization provides some confidence in 

the source water depth approximation in Figure 3.15.  

The deeper source water depth estimated in the 2011 – 2013 upwelling seasons reflects 

the stronger upwelling favorable winds in these years, i.e., negative anomalies in Figure 3.16, as 

well as the weaker stratification, i.e., negative anomalies in Figure 3.16. In addition to the larger 

Figure 3.15: (a) Seasonally low-pass filtered source water depth approximated at CCE2 
from both mooring and glider data from the parameterization by He and Mahadevan (2021; 
equation 5). The buoyancy frequency is averaged over the upper 50 m. (b) Source water 
depth anomalies where the annual cycle is computed over 2010 – 2021 and removed from 
the time series in (a). 

(a) 

(b) 
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vertical transport in these years (Figure 3.14), the deeper depth of upwelled waters implies 

greater isopycnal shoaling, which suggests larger changes in water properties that contribute to 

the larger oceanic upwelling response in Figure 3.12.  

In the 2014 – 2016 upwelling seasons, the source water depth is shallower (Figure 3.15b), 

with source waters approximated to originate from about 50 - 60 m depth (Figure 3.15a). Starting 

in spring 2014 and persisting through fall 2015, both the wind stress and the stratification 

anomalies support shallower source water depths in these upwelling seasons (Figure 3.16). These 

features return again in spring 2016. Thus, in the years of the 2014 marine heatwave and the 

2015 – 2016 El Niño, the shallower source water depth suggests less shoaling of isopycnals, and 

this along with the reduced vertical transport (Figure 3.14) prompted weaker upwelling and the 

weaker oceanic upwelling response (Figure 3.12). Uncharacteristic of previous strong El Niños 

like in 1982 – 1983 and 1997 - 1998, the upwelling favorable winds increase in fall/winter 2015 

(negative anomalies in Figure 3.16; Frischknecht et al. 2017). Despite the increase in the 

poleward APG force, the stronger equatorward winds drive anomalously larger vertical transport 

(Figure 3.14) outside of the upwelling season and deepen the source water depth (Figure 3.15). 

During this period, the CCE2 nitrate measurements are low (Figure 3.17) implying that one 

Figure 3.16: NDBC 46054 wind stress anomalies and the upper 50 m averaged buoyancy 
frequency anomalies using the mooring data low-pass filtered over 100 days.  
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possible scenario was the occurrence of a deeper upwelling cell of less dense, nutrient-poor 

waters. The depth of the nutricline will be examined in the next section.  

In spring after the 2018 – 2019 El Niño, the negative source water depth anomalies 

denote a shallower upwelling depth (Figure 3.15). The negative source water depth anomalies in 

spring result from weaker southward wind stresses and greater stratification (Figure 3.16). By 

summer, the source water depth anomalies are positive with magnitudes similar to those that 

occurred in mid-2011 (Figure 3.15). Despite these positive anomalies, the absolute source water 

depths in this year have typical magnitudes for when the upwelling season peaks. The transition 

to positive source water depth anomalies in summer coincide with negative anomalies in both the 

wind stress and the stratification (Figure 3.16). Thus, both of these factors support the positive 

source water depth anomalies. These results indicate that there was a delay in the upwelling 

season that peaks in summer similar to the observed nitrate (Figure 3.17). Even though vertical 

transport was larger in this upwelling season, in response to the positive APG anomalies (Figure 

3.14), the shallower source water depth in spring may have limited the extent of isopycnal 

heaving, and thus drawn up waters in a shallower layer where the nutrient supply was lower. In 

summer, the deepening of the source water depth would have upwelled waters closer to the 

Figure 3.17: CCE2 nitrate and chlorophyll fluorescence at 15 m depth, the same as in 
Figures 3.2e and 3.2f.  
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nutricline. The nutrient content of the upwelled waters depends on the source water depth, but 

also on the depth of the nutricline, which will be explored in the next section. 

Over the entire record, one of the deepest estimated source water depths occurs in spring 

2021, when the depth is estimated to be about 120 m (Figure 3.15a). Negative anomalies are 

present in both the wind stress and the stratification records (Figure 3.16) indicating that both of 

these processes support the deeper source water depth. The greater vertical transport in this 

upwelling season (Figure 3.14) and the vertical extent of the overturning upwelling circulation 

drive stronger upwelling that sources waters from deeper depths. These conditions support the 

stronger upwelling response in spring 2021 that was similar to the response in the 2011 – 2013 

upwelling seasons (Figure 3.12). 

Both the source water depth approximation in equation (5) from He and Mahadevan 

(2021) and the CCUI calculation (see Chapter 2) rely on the wind stress. Hence, it is expected 

that the source water depth and the vertical transport would not be independent of each other. 

However, as was demonstrated in spring 2019, the low frequency variability in the APG can 

modify the vertical transport to enhance upwelling despite the reduction of upwelling favorable 

winds. This influence of the APG illustrates how other coastal processes aside from the wind 

stress can be important for modulating coastal upwelling. This section focused on the vertical 

extent of the overturning upwelling circulation, and it is suspected that in general a deeper 

upwelling cell is conducive for upwelling larger nutrient concentrations (Chhak and Di Lorenzo 

2007; Song et al. 2011; Bonino et al. 2019; Rosales Quintana et al. 2021). A deeper upwelling 

cell is more likely to reach the nutricline resulting in upwelled waters that have a larger nutrient 

content. However, the nutricline depth does vary over time and this will be examined next. 
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C.) Nutricline Depth 

Another factor that influences upwelling is the nutricline depth. The nutricline depth is 

modulated by alongshore winds and remote forcing from poleward propagating CTWs. As with 

the pycnocline, alongshore winds can shoal/suppress the nutricline during 

upwelling/downwelling (Simpson 1983; Lynn et al. 2003), while CTWs also alter the nutricline 

depth (Bograd and Lynn 2001; Frischknecht et al. 2015). In the CCS, the depth of isopycnals in 

the range of 1025.8 - 1026 kg/m3 are closely tied to the nutricline (Collins et al. 2003; Jacox et 

al. 2015; Jacox et al. 2016; Zaba and Rudnick 2016). Based on these previous findings, the depth 

of the 1026 kg/m3 isopycnal is examined at CCE2 to infer changes in the nutricline depth.  

The depth of the 1026 kg/m3 isopycnal, i.e., a proxy of the nutricline depth, is noticeably 

shallower in spring of 2011 and 2012 (Figure 3.18). The shallower depth in these years suggests 

that the nutricline is also shallower placing the nutrient supply closer to the surface. Like the 

increased vertical transport (Figure 3.14) and the deeper source water depth (Figure 3.15) in 

these upwelling seasons, the approximated shallower nutricline would have also contributed to 

the higher nitrate measured at CCE2 (Figure 3.17). Despite the higher nitrate in 2011, 

chlorophyll fluorescence is relatively low in 2011 but high in 2012. This may be due to other 

Figure 3.18: Depth of the 1026 kg/m3 isopycnal at CCE2 from both the mooring and the glider 
data sets.  
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biotic and/or abiotic factors governing primary production and limiting the chlorophyll 

fluorescence in 2011.   

In the years of the climate events, i.e., the 2014 marine heatwave and the 2015 – 2016 El 

Niño, the depth of the 1026 kg/m3 isopycnal in spring is deeper relative to other upwelling 

seasons (Figure 3.18). The deeper isopycnal extends for the rest of the time in these calendar 

years. Nitrate content is lower in the 2014 – 2016 upwelling seasons and so is chlorophyll 

fluorescence, with the exception of a brief approximately 2-month window in 2015 which has a 

notable uptick in chlorophyll fluorescence values (Figure 3.17). The decreased chlorophyll in 

these years reflects the less upwelling favorable conditions set up by the reduced vertical 

transport (Figure 3.14), the shallower source water depth (Figure 3.15), and the suspected deeper 

nutricline (Figure 3.18). The deeper nutricline in these years may have encouraged the deeper 

chlorophyll fluorescence maximum that was reported by Zaba and Rudnick (2016) from glider 

data.  

In spring of 2019 after the 2018 – 2019 El Niño, the 1026 kg/m3 isoypycnal depth is 

anomalously deep for this time of year and is at a depth similar to what was found in spring 2014 

and 2015 (Figure 3.18). The suggested deeper nutricline in spring 2019, along with the shallower 

source water depth (Figure 3.16), may explain some of the lower nitrate (Figure 3.17) at the 

fixed depth of the CCE2 sensor. However, the chlorophyll fluorescence in this season is not 

particularly low in comparison to other years in the record. Previous studies have shown that the 

wintertime depth of the 1026 kg/m3 isopycnals during El Niño years can be used to forecast 

lower biological productivity in the following spring upwelling season (Jacox et al. 2015; Jacox 

et al. 2016). This may be due to poleward propagation or advection of tropically generated 

phenomena that may take 1 – 2 months to reach California and thus arrive at the onset of the 
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upwelling season (Jacox et al. 2015). This behavior holds for both the 2015 – 2016 and the 2018 

– 2019 El Niños where the wintertime 1026 kg/m3 isopycnal is deep followed by a less 

biologically productive upwelling season. For both of these El Niños, in winter/early spring there 

are poleward propagating sea level fluctuations extending as far south as the equator (Chapter 1 

Figure 1.14). 

The shoaling of the 1026 kg/m3 isopycnal in spring 2021 reaches depths similar to those 

found in spring 2011 and 2012, and this is nearly 20 m deep at CCE2 (Figure 3.18). The implied 

shallower nutricline depth in this upwelling season combined with a deeper source water depth 

(Figure 3.15) and more upward vertical transport (Figure 3.14) would have facilitated a larger 

nutrient flux into the upper ocean, which is supported by the higher nitrate (Figure 3.17). 

However, chlorophyll fluorescence is low in this year suggesting other influential factors were 

important in determining the biological productivity.  

The nutricline depth qualitatively agrees with the nitrate measured by the fixed sensor at 

CCE2, namely shallower approximated nutricline depths correspond to higher nitrate 

measurements. The correlation between nitrate at 15 m depth and the depth of the 1026 kg/m3 

isopycnal is -0.7, which reflects the relationship between nitrate near the surface and shoaling of 

isopycnals/the nutricline. This section demonstrated that the nutricline depth is a factor 

governing the nutrient supply of upwelled waters. Other factors can also influence this, one of 

which includes the water mass composition which is investigated next.   

D.) Source Waters 

Another mechanism that influences upwelling is the source water present. The source 

water is the water that gets upwelled, and it depends on the source water depth and the water 

mass composition. The regional water masses in southern California have various water mass 
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characteristics. For instance, subsurface waters in southern California, e.g., water advected 

poleward by the CU, have greater amounts of PEW. This spicier water mass is low in dissolved 

oxygen and low in pH but high in nutrients (Wyrtki 1967; Nam et al. 2011; Meinvelle and 

Johnson 2013; Bograd et al. 2015; Bograd et al. 2019). The nutrient content differs amongst the 

water masses with PEW containing higher amounts of nitrate than PSUW (Bograd et al. 2019), 

so the relative ratio of these water masses modifies the nutrients available for upwelling. 

Alongside the vertical transport, source water depth, and nutricline depth, the source waters may 

also contribute to interannual variability in upwelling. The source water composition is the final 

consideration on the variability of upwelling during the 2014 marine heatwave, the 2015 – 2016 

El Niño, and the 2018 – 2019 El Niño. 

The water mass composition is approximated using the results from the water mass 

analysis in Chapter 1, which was performed at 76 m depth at CCE2. Thus, the water mass 

composition is not known at all depths, so this is a limitation if the water mass composition at the 

source depth differs from the water mass analysis performed at 76 m depth. The details of 

determining the fractional composition of the regional water masses are explained in Chapter 1, 

and the reader is referred to Section 1.2 for a complete discussion on calculating the composition 

of the regional water masses.  

The two ways the water mass composition varies at a fixed depth are by (1) vertical 

heaving of isopycnals and (2) anomalous advection of water masses on an isopycnal. In the first 

way, the stratification in the ocean tends to exhibit vertical gradients in the water mass 

properties. This leads to a density-dependent composition of regional water masses. As 

isopycnals heave vertically either from alongshore winds or propagating pressure gradients, the 

isopycnal shoaling causes changes at a fixed depth in the density and therefore the fractional 
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composition of regional water masses. This behavior was briefly described in Chapter 1, where 

denser waters have more PEW (less PSUW) than less dense waters (Figure 1.18). Therefore, as 

isopycnals shoal, such as during upwelling, it is expected that PEW concentrations increase at a 

fixed depth.  

Figure 3.19 shows the mean composition of PEW and PSUW on isopycnals at CCE2. 

The increase/decrease of PEW/PSUW over the density range in Figure 3.19 reflects a transition 

in the horizontal circulation from near surface flows, e.g., CC, to subsurface flows, e.g., CU. The 

CU is characterized by the 1026 kg/m3 isopycnal, with the CU core flowing along ~1026.6 kg/m3 

(Lynn and Simpson 1987; Lynn and Simpson 1990; Bray et al. 1999; Gay and Chereskin 2009). 

In the isopycnal outcropping of the CU, the increase in PEW signifies a shift to spicier waters 

with a lower latitude origin. This demonstrates the density-dependence of the water mass 

composition such that when isopycnals shoal this can alter the water mass ratios at a fixed depth.  

Much of the variability in the water mass result is expected to be related to vertical 

displacement of isopycnals. Figure 3.20a shows the 100 day low-pass filtered water mass results 

Figure 3.19: CCE2 mean water mass composition along 
isopycnals from the water mass analysis at 76 m depth in 
Chapter 1.  
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at CCE2 76 m depth. The water mass composition is predominately made up of PSUW and 

PEW. A third regional water mass, ENPCW, minimally contributes to the fractional composition 

at CCE2 so it is not included in this analysis. Seasonal changes in the fractional composition in 

Figure 3.20a are apparent with increasing/decreasing PEW/PSUW in spring-summer and 

decreasing/increasing PEW/PSUW in summer-fall. This seasonality in the water mass results is 

related to vertical heaving of isopycnals. However, as stated earlier the fractional composition 

can also change due to anomalous horizontal advection along isopycnals. 

In this second way for altering the water mass ratios, changes in the circulation can 

modify the fractional composition of water masses on an isopycnal. This was a focus in Chapter 

1 where the water mass anomalies were analyzed. These anomalies have the isopycnal mean 

water mass composition removed, so they represent anomalous along-isopycnal advection and 

this was described in Chapter 1 Section 1.4. The 100 day low-pass filtered water mass anomalies 

Figure 3.20: (a) Fractional composition of PSUW and PEW at CCE2 76 m water depth and 
(b) the along isopycnal anomalies. 
 

(a) 

(b) 
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on an isopycnal are shown in Figure 3.20b. Interannual variability in both the total percentage of 

each water mass (Figure 3.20a) and the water mass anomalies (Figure 3.20b) are investigated to 

assess how they may have altered upwelling over the last decade, particularly during the 2014 

marine heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño.  

In the first three years in the record, 2011 – 2013, the dominance in the fractional 

composition alternates between PSUW and PEW (Figure 3.20a). The larger amount of PEW in 

spring-summer occurs over the upwelling season. This is partly attributed to isopycnal shoaling 

(Figure 3.18) where the larger densities, i.e., 1026.6 kg/m3, at the sensor depth (Figure 3.2a) have 

a mean composition of PEW that would be about half of the total water composition (Figure 

3.19). This accounts for much of the PEW in these seasons (Figure 3.20a), but there is some 

additional PEW fraction above 50%. The water mass anomalies indicate that the additional few 

percentages in these seasons are due to anomalous horizontal advection (Figure 3.20b). Thus, 

there is both considerable heaving of isopycnals and anomalous horizontal advection 

contributing to the elevated PEW fraction in these years. In these upwelling seasons, the 

presence of more PEW in the upper ocean (Figure 3.20a) is expected to influence the nutrient 

concentration (Figure 3.17) which is explored later.  

Throughout 2014 and 2015, PSUW is the dominant water mass at CCE2 (Figure 3.20a) 

with positive PSUW anomalies for these years up until fall 2015 (Figure 3.20b). Again in spring 

2016, large PSUW values (Figure 3.20a) are contemporaneous with positive PSUW anomalies 

(Figure 3.20b). The amount of PSUW in the composition reach some of their highest values over 

the record. The less dense waters in these upwelling seasons (Figure 3.12a) are expected to yield 

more PSUW due to the suggested reduction in isopycnal shoaling (Figure 3.18). Additionally, 

along isopycnal advection also contributed to the greater proportion of PSUW (Figure 3.20b). 
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The generally lower nitrate measured in these upwelling seasons (Figure 3.17) was associated 

with a deeper nutricline depth (Figure 3.18), but the lower nitrate at the 15 m sensor depth may 

have also been influenced by positive PSUW anomalies (Figure 3.20b). The variability of source 

waters during the 2014 marine heatwave and the 2015 – 2016 El Niño indicate that the less dense 

waters, which have a higher proportion of PSUW to PEW in the mean composition (Figure 

3.19), contributed to the higher amounts of PSUW (Figure 3.20a), and also that these waters 

contained some anomalous amounts of PSUW (Figure 3.20b) due to advective processes.  

In the upwelling season after the 2018 – 2019 El Niño, the water mass results show a 

larger proportion of PSUW to PEW, but the PSUW magnitudes in this year are not as high as in 

the previous years of large-scale climate phenomena (Figure 3.20a). There are mild positive 

PSUW anomalies with a very weak reversal in the PSUW and PEW anomaly signs mid-year 

(Figure 3.20b). The density anomaly changes from negative to positive (Figure 3.12a) when the 

1026 kg/m3 isopycnal, i.e., proxied nutricline, is at its shallowest (Figure 3.18) and when nitrate 

peaks at 15 m depth (Figure 3.17). This behavior is consistent with an upwelling season that 

occurred later in the year. The largely negative PEW anomalies through the spring and summer 

seasons (Figure 3.20b) with the less dense waters in spring (Figure 3.12a) would have supported 

source waters (Figure 3.20a) with lower nitrate levels (Figure 3.17).  

The larger oceanic upwelling response in spring 2021 coincides with predominantly more 

PSUW in this year (Figure 3.20a) and positive PSUW anomalies (Figure 3.20b). The larger 

proportion of PSUW to PEW in this year contrasts 2021 from earlier years of strong upwelling, 

e.g., 2011 and 2012. All three of these years were characterized by greater vertical transport 

(Figure 3.14), deeper source water depths (Figure 3.15), and strong vertical heaving of 
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isopycnals (Figures 3.18). The differences in the water mass fractions for these years may 

explain the differences in the observed nitrate (Figure 3.17) and this is examined next. 

E.) Nitrate Prediction 

To assess the influence of vertical heaving, i.e., nutricline depth, and source water 

composition on nitrate, predicted nitrate is compared to observed nitrate. The predicted nitrate 

demonstrates year-to-year changes similar to the observed nitrate, with predicted nitrate larger in 

2011 – 2013 and 2021 and predicted nitrate lower in 2014 – 2016 and 2019 (Figure 3.21). 

In the 2011 – 2013 upwelling seasons, the predicted nitrate magnitudes are similar to the 

observed nitrate values. There are many days in these years when the density threshold is met, 

and in 2011 and 2012 the density is relatively denser in comparison to other upwelling seasons. 

The predicted nitrate reveals that the larger nitrate values in these years are attributed to the 

larger shoaling of isopycnals (Figure 3.20) and the anomalous PEW (Figure 3.20), since PEW 

contains higher nitrate than PSUW (Table 3.2). The predicted nitrate magnitudes in the 2011, 

2012, and much of the 2013 upwelling seasons demonstrate that the method for estimating 

nitrate is successful in these years.  

Figure 3.21: CCE2 observed nitrate (timeseries) at 15 m depth along with predicted nitrate 
(circles). The color of the predicted nitrate signifies the density at 15 m for that day.  
 

De
ns

ity
 (k

g/
m

3 ) 



260 
 

In the 2014 – 2016 upwelling seasons, there are only a few days when the density reaches 

1025.5 kg/m3. i.e., the density threshold. For some of the days in these years, the predicted 

nitrate exceeds the observed nitrate, more so in 2015. The mismatch between predicted and 

observed nitrate at times during the marine heatwave and the El Niño could be explained by 

variability in the nitrate content of the regional water masses. Variability in water mass 

properties like temperature, salinity, and oxygen were shown in Chapter 1 (Figure 1.5), and it is 

likely that nitrate also varies from the single isopycnal value reported by Bograd et al. (2019). 

Furthermore, biological consumption of nitrate at 15 m depth demonstrates that nitrate is not 

conservative at this depth, and nitrate drawdown is not accounted for in the nitrate predictions. 

Another cause of the discrepancy between the observed and predicted nitrate in these 

years may be due to the assumption that the water mass anomalies at 76 m depth are the same at 

15 m depth. This assumption may underestimate the PSUW anomalies at 15 m depth since the 

wind-driven horizontal circulation drives stronger currents near the surface which become 

sheared with depth. The stronger surface currents can advect more water and be responsible for 

larger water mass anomalies at shallower depths than at deeper depths. If this applies and the 

positive PSUW anomalies at 15 m depth are larger, then the larger fractional amount of PSUW 

would lower the predicted nitrate estimate. This estimate would then be in closer agreement with 

the observed nitrate.  

In the upwelling season after the 2018 - 2019 El Niño, the predicted nitrate overestimates 

the observed nitrate (Figure 3.21). As in the 2014 – 2016 seasons, there are only about a week’s 

worth of days in 2019 when the density criterion is met. The discrepancy in observed and 

predicted nitrate in this year may be caused by some of the processes listed above for the 

previous years of large-scale climate phenomena. 
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In the 2021 upwelling season, the number of days when the density criteria are met is 

similar to 2011 – 2013, and the 15 m density is larger in this year like in 2011 and 2012. The 

predicted nitrate lies within but also above the range of observed nitrate. This upwelling season 

coincided with positive PSUW anomalies, unlike the 2011 and 2012 upwelling seasons (Figure 

3.20b). As expressed above, an explanation for the larger predicted than observed nitrate in many 

of the days in 2021 is the assumption that water mass anomalies at 76 and 15 m depths are the 

same. If the water mass anomalies at 15 m depth had greater magnitudes than that at 76 m depth, 

then this may account for some of the disagreement between the observed and predicted nitrate.  

In general, the results in Figure 3.21 indicate that the predicted nitrate magnitudes are 

reasonable approximations of the in-situ nitrate, more so when the waters at 15 m depth are 

denser than about 1025.8 kg/m3. There are some seasons when the predicted nitrate 

overestimates the observed nitrate, i.e., those seasons when density does not reach 1025.8 kg/m3. 

This could be due to assuming that the water mass anomalies at 76 m depth are the same at 15 m 

depth or from variability in the water mass nitrate content (i.e., deviations from the values listed 

in Table 3.2 for an isopycnal). However, this simplified estimate for predicting nitrate is a test of 

the water mass composition and validates the results from the water mass analysis presented in 

Chapter 1.  

3.3.2.3 Summary of Low Frequency Upwelling during the 2014 Marine 

Heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño 

During the 2014 marine heatwave and the 2015 – 2016 El Niño, background variability 

in the vertical transport was reduced (Figure 3.14), the suspected source water depth was 

shallower (Figure 3.15), the inferred nutricline was deeper (Figure 3.18), and the water mass 

composition favored PSUW (Figure 3.20a). All of these conditions are less favorable for 
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biogeochemical upwelling responses and influenced the less upwelling favorable physical and 

biogeochemical low-frequency anomalies in Figure 3.12 as well as the lower nitrate in Figure 

3.17. In the cross-shore circulation, there was generally less offshore 2D transport in the upper 

50 m (Figure 3.13). The same oceanic upwelling response was true for the ADCP cross-shore 

transport during the 2018 – 2019 El Niño. Ultimately, the changes in the low-frequency 

upwelling in the 2014 – 2016 and 2019 seasons impacted the biological productivity as 

chlorophyll fluorescence was reduced (Figure 3.17). These impacts propagated through the 

ecosystem with geographical changes in species (Leising et al. 2015; McClatchie et al. 2016; 

Peterson et al. 2017), changes in marine mammal foraging behavior (Elorriaga-Verplancken et 

al. 2016), and die-offs of sea birds (Welch 2015). 

In comparing the two El Niños, both events were associated with weakened upwelling 

favorable winds, but differences in the APG drove less/more coastal divergence in the 2015 – 

2016/2018 – 2019 El Niño causing less/more vertical transport. However, the weaker upwelling 

favorable winds and the increased stratification in both El Niños are suggestive of shallower 

source water depths. The shallower source water depths along with the suspected deeper 

nutricline in these upwelling seasons resulted in similar oceanic upwelling responses for both El 

Niños. 

The results from this section showed that the low frequency variability in upwelling was 

significantly altered in 2014 – 2016 and 2019. Section 3.3.2.1 also revealed that at synoptic 

timescales, upwelling in 2015 and 2019 was reduced. Thus, weaker upwelling occurred at both 

synoptic and seasonal timescales during the two El Niños.  
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3.4 Conclusion 

This chapter was dedicated to investigating upwelling in southern California. Upwelling 

is studied at synoptic and low frequency time scales. On synoptic timescales, event statistics 

were computed to study the interannual variability in upwelling events in southern California. 

The event intensity demonstrated stronger synoptic upwelling responses in 2011 and 2012 and 

weaker synoptic upwelling responses in 2014 – 2016 and 2019 during the 2014 marine 

heatwave, the 2015 – 2016 El Niño, and the 2018 – 2019 El Niño (Figure 3.5).  

As part of the synoptic oceanic upwelling response, the cross-shore currents were 

examined and on average offshore Ekman transport in the surface layer was balanced by onshore 

transport in the near bottom layer. The smaller Burger number reported for synoptic upwelling 

agreed with the Lentz and Chapman (2004) theory, where bottom friction balances the wind 

stress in the alongshore momentum equation and onshore Ekman return flow is in the bottom 

layer. Interannual variability in the 2D cross-shore transport showed less offshore transport in 

2015 and 2016 (Figure 3.10). 

Stronger synoptic biogeochemical responses (Figure 3.5) coincided with greater 

cumulative upwelling forcing (Figure 3.11) due to longer event lengths (Figure 3.6) and/or larger 

upwelling forcing magnitudes (Figure 3.10). The weaker upwelling responses (Figure 3.5) were 

associated with weaker cumulative upwelling forcing (Figure 3.11), where the length of the 

upwelling phase was shorter in these years (Figure 3.6) and/or the averaged upwelling forcing 

during the upwelling phase was weaker (Figure 3.10). On synoptic timescales, upwelling was 

anomalously weak during the 2015 – 2016 El Niño and the 2018 - 2019 El Niño. 

Low-frequency changes in the physical and biogeochemical properties indicated a greater 

upwelling response at CCE2 over 2010 – 2013 and 2021 (Figure 3.12). For many of these 
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upwelling seasons, alongshore winds were more favorable for upwelling (Figure 3.14), 

approximated source water depths were deeper (Figure 3.15) due to the greater upwelling 

favorable winds and weaker stratification (Figure 3.16), the nutricline depth was shallower 

(Figure 3.18), and the water mass composition contained greater amounts of PEW (Figure 

3.20a). The higher fractional amount of PEW was due to the shoaling of isopycnals (Figures 3.2a 

and 3.18), where denser waters have a larger fraction of PEW (Figure 3.20), and from anomalous 

horizonal advection of PEW (Figure 3.20b). These upwelling favorable conditions in the 2010 – 

2013 and 2021 upwelling seasons increased the nitrate concentration at 15 m depth, and in the 

2012 and 2013 upwelling seasons this supported more ecological productivity (Figure 3.17).  

Significant changes occurred in the 2014 – 2016 upwelling seasons. There was a weaker 

oceanic response to upwelling (Figure 3.12), reduced vertical transport resulting from weakened 

equatorward winds (Figure 3.14), shallower source water depths (Figure 3.15) that were 

supported by both the weaker upwelling winds and the stronger stratification (Figure 3.16), a 

deeper nutricline (Figure 3.18), and a greater fraction of PSUW (Figure 3.20a) given the less 

dense waters (Figure 3.12a) and positive PSUW anomalies (Figure 3.20b). In late 2015, there 

was a disruption in the weaker upwelling conditions. While this was outside of the upwelling 

season, the change in conditions in late 2015 implied a deeper upwelling cell with upwelling of 

less dense waters. The upwelling season after the 2018 - 2019 El Niño also exhibited many of 

these same features that were present during the 2014 marine heatwave and the 2015 – 2016 El 

Niño, but the upwelling season occurred in summer than in spring for this year. The less 

upwelling favorable conditions during the 2014 marine heatwave, the 2015 – 2016 El Niño, and 

the 2018 – 2019 El Niño resulted in lower nitrate concentrations at 15 m depth and generally 

supported less ecological productivity in 2014 and 2015 (Figure 3.17). Previous studies have 
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noted the impacts of large-scale climate phenomena on upwelling in 2014 - 2016, and the results 

in Section 3.3.2 are consistent with those findings (Jacox et al. 2015; Jacox et al. 2016; Zaba and 

Rudnick 2016; Frischknecht et al. 2017).  

As part of the oceanic upwelling response, the offshore Ekman transport in the surface 

layer was balanced by onshore transport just below the Ekman layer. The larger Burger number 

found during the upwelling season agreed with the Lentz and Chapman (2004) theory where the 

divergence in the cross-shore momentum flux balances the wind stress in the alongshore 

momentum equation and onshore Ekman return flow is in the interior. Interannual variability in 

the 2D cross-shore transport showed less offshore ADCP transport in 2014 – 2016 and 2019. 

This behavior was generally true in the normalized CCUI transport, but not in the 2D Ekman 

transport. On low frequency timescales, upwelling was anomalously weak during the 2014 

marine heatwave, the 2015 – 2016 El Niño, and the 2018 - 2019 El Niño. 

EBUS are coastal regions of prolific productivity with significant socioeconomic value. 

As such, the anticipated effect of climate change on these systems is of particular interest. 

Projected future changes for EBUS include modifications in the upwelling favorable winds and 

increased stratification. Bakun (1990) proposed that stronger horizontal pressure gradients 

between the land and sea which would drive intensified alongshore winds and promote coastal 

upwelling. Changes in either the oceanic high- and continental low-pressure systems or 

latitudinal migrations in atmospheric high-pressure cells may be responsible for the stronger 

pressure gradients (García-Reyes et al. 2015; Rykaczewski et al. 2015). Consequences of this 

may include alterations in the seasonal timing of the upwelling season, latitudinal effects on 

upwelling intensity such that higher latitude regions in EBUS will experience more upwelling 



266 
 

while lower latitudes will have less, and upwelling events may become stronger and longer in 

duration (Iles et al. 2012; Rykaczewski et al. 2015; Wang et al. 2015; Xiu et al. 2018).  

Potential increases in stratification attributable to global warming are another 

consideration of how EBUS will be impacted. Global warming is expected to cause wide spread 

warming of the oceans and thereby strengthen the stratification (Palacios et al. 2004; Roemmich 

and McGowan 1995; McGowan et al. 1998). In EBUS, there are mixed results as to how 

stratification will be influenced with respect to climate change. Stronger upwelling favorable 

winds may induce greater mixing, cool SST, and reduce stratification, while increased global 

ocean temperature would increase stratification (Bakun et al. 2015; García-Reyes et al. 2015; 

Xiu et al. 2018; Seabra et al. 2019). The environmental impacts of these changes may affect the 

vertical nutrient flux, community composition, and ocean acidification (Illes et al. 2012; Bakun 

et al. 2015; Xiu et al. 2018). Given the complexities of how EBUS will be impacted by future 

climate change, much more needs to be understood as to how these systems will fare in the 

future and this motivates the need for long-term monitoring. The observations presented in this 

chapter contribute to this goal. 
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3.6 Appendix A:  Upwelling Event Detection Threshold Test 

The event detection method described in Section 3.2 identifies upwelling events based on 

a threshold where local peaks that were larger than this threshold were considered possible 

upwelling events. A threshold is specified for each variable used in the detection of high-

frequency upwelling events. Here, the sensitivity of this threshold is examined for its impact on 

generating event statistics.  

To assess the influence of the property thresholds on event determination, a set of ten test 

cases are run where the criteria for peak significance is varied for all physical and 

biogeochemical variables. Then the event statistics (event intensity, length of the upwelling 

Figure 3.22: CCE2 annual averages of event intensity for the ten different test cases 
where each test case has a different parameter threshold for the physical and 
biogeochemical properties used in the upwelling event detection procedure. 
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phase, and number of upwelling events in a year) are computed based on the upwelling events 

determined in each test case. Figure 3.22 shows the annual averages of event intensity for all test 

cases for the physical and biogeochemical properties at 15 m depth or shallower. Density and 

oxygen at 76 m depth are not shown, but the interpretation of the results is similar and thus not 

shown for redundancy. Some variability is present amongst the magnitudes of the event intensity 

annual average in a given year for all properties. However, the trends in the annual averages 

across the test cases are comparable. Likewise, for the length of the upwelling phase of 

upwelling events and the number of upwelling events in a year, the annual values vary some 

amongst the test cases but interannual variability is quite similar regardless of the parameter 

thresholds incorporated (Figures 3.23 and 3.24). These results demonstrate the robustness of the 

event statistics and shows that there is minimal dependence on the thresholds used for event 

detection and this robustness provides confidence that the computed statistics are representative 

of the ocean upwelling response.  

Figure 3.23: CCE2 annual averages of event upwelling length for the ten different test 
cases where each test case has a different parameter threshold for the physical and 
biogeochemical properties used in the upwelling event detection procedure. 
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Figure 3.24: CCE2 the number of upwelling events per year for the ten different test cases 
where each test case has a different parameter threshold for the physical and biogeochemical 
properties used in the upwelling event detection procedure. 
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CHAPTER 4 
 

Physical Processes Influencing the 2020 Red Tide in Southern 
California  

 
 

Abstract 
 
In spring 2020, a red tide event occurred in southern California comprised of the dinoflagellate 

species, Lingulodinium polyedra. This red tide event was significant in that it contained an 

incredibly high biomass and had a long bloom duration. Observations from coastal moorings 

measured the oceanic conditions prior to, during, and after the red tide. Using these in-situ 

observations, the physical processes that led to the initiation, continuation, and termination of the 

red tide are examined. Unusually strong stratification, onshore transport, and synoptic upwelling 

events initiated and sustained the oceanic conditions favorable for the growth of the red tide 

species. The strengthened stratification was initially driven by decreased surface salinity from an 

atmospheric event, and this was followed by elevated surface temperatures that maintained the 

enhanced stratification. Meanwhile, there was persistent onshore transport that spanned from 

Santa Monica to northern Baja California, and the onshore transport was driven by the seasonal 

spin up of the Southern California Eddy that appeared alongside an anticyclonic eddy. Over the 

course of the red tide, there were multiple upwelling events that periodically elevated the nutrient 

supply below the surface layer of strengthened stratification. The synoptic upwelling events, 

stronger stratification, and onshore flows appeared to be important for establishing and 

supporting the red tide making the coastal ocean conditions favorable for L. polyedra. The red 

tide terminated as the near surface stratification decreased to below climatological values. The 
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decreased near surface stratification was due to decreased surface temperatures and increased 

surface salinity. 

4.1 Introduction 

Eastern boundary upwelling systems (EBUS) are biologically productive coastal regions 

that support fisheries industries and are subject to multiple coastal processes including harmful 

algal blooms (HABs). HABs are a bloom of a particular toxic species, and some species may 

actually make the water appear red or brown; hence the name red tide. Red tides are common in 

EBUS, and California has experienced several blooms over the last couple of decades (Anderson 

et al. 2006; Sekula-Wood et al. 2011; Baron et al. 2013). In southern California, red tide events 

oftentimes include the dinoflagellate species Lingulodinium polyedra. Not only does this species 

make the ocean appear red or brown, but this species also produces bioluminescence at night 

(Allen 1946; Omand et al. 2011; Kahru et al. 2021). In late March 2020, a red tide event began in 

the SCB and in-situ measurements revealed L. polyedra was the planktonic species responsible. 

The red tide peaked between the end of April and the beginning of May, and the spatial range of 

the event extended from northern Baja California to Santa Monica (Kahru et al. 2021). The red 

tide was persistent, lasting over several weeks, when typically blooms last between one and two 

weeks (Moorthi et al. 2006; Omand et al. 2011). Coastal moorings operated before, during, and 

after the 2020 red tide, and made high-frequency measurements of the oceanic conditions 

throughout this time. These observations will be examined to assess the sequence of events that 

led up to the 2020 red tide and the physical processes that contributed to the bloom. 

There are multiple physical processes that may condition the coastal ocean favorable for 

HABs. Synoptic upwelling events uplift nutrients during the upwelling phase, and as upwelling 

relaxes, the ocean restratifies and the horizontal circulation adjusts to the decreased upwelling 
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favorable winds. Synoptic upwelling events were assessed in Chapter 3, and these conditions can 

facilitate the aggregation of species known to cause HABs. Onshore and poleward currents retain 

planktonic species and may cause a build-up of high biomass along the coast encouraging the 

possibility of a HAB (Donaghay and Osborn 1997; Lucas et al. 1999). The more stratified 

conditions during relaxations are advantageous for some species of phytoplankton like 

dinoflagellates. The reduced mixing and turbulence make it easier for dinoflagellates to swim 

vertically in the water column. Their motility allows them to reach deeper depths of higher 

nutrient concentrations, and in places like southern California their vertical migration can be 

enhanced by internal waves (Kamykowski 1974/1981; Smayda 1997; Smayda and Trainer 2010). 

In southern California, HABs have been commonly reported nearshore and over the shelf (Caron 

et al. 2010; Omand et al. 2011; Seubert et al. 2013; Kudela et al. 2015).  

This chapter uses in-situ measurements from multiple sensors at three different moorings 

in the coastal ocean off San Diego. These moorings are equipped to monitor several physical and 

biogeochemical properties. The moorings make measurements throughout the water column, and 

were deployed before, during, and after the red tide. These observations will be used to assess 

the physical processes that contributed to the initiation, continuation, and termination of the red 

tide.  

Section 4.2 presents the data sets used in this chapter and Section 4.3 reviews a timeline 

of events encompassing the time period of the red tide. This section also analyzes the physical 

processes that created favorable conditions for initiating and sustaining the red tide, followed by 

changes in the coastal ocean that coincided with the decline in the red tide. Section 4.4 concludes 

this chapter with a summary of the results.  
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4.2 Data Sets and Methods 

4.2.1 Data Sets 

To analyze the chronology of events encompassing the 2020 red tide, observations from 

three different coastal moorings are used. The three moorings are Del Mar (DM), Point Loma 

Ocean Outfall (PLOO), and South Bay Ocean Outfall (SBOO). The DM mooring is stationed 5 

km offshore of Del Mar in 90 m water depth and has been maintained since 2006 (Figure 4.1). 

The PLOO mooring is deployed about 8 km off Point Loma and in 100 m water depth, while the 

SBOO mooring site is approximately 8 km off of the US-Mexico border and in 30 m water depth 

(Figure 4.1). The latter two of these moorings are owned by the City of San Diego.  

Figure 4.1: Map of southern California with the DM mooring (yellow triangle) and the PLOO and 
SBOO moorings (purple squares). The subset in the upper right-hand corner is a close up of the 
region off San Diego which shows the close proximity of the DM mooring to local wind 
measurements made from the NDBC LJPC1 buoy and from the SIO pier. 
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The DM mooring measures temperature and salinity in the upper 90 m and is equipped 

with a downward looking ADCP. The mooring also has oxygen sensors at 35 and 90 m depths 

and a fluorometer is deployed on the mooring at 1 m depth. This platform is outfitted with an 

Imaging FlowCytobot (IFCB; Olson and Sosik 2007) at 5 m depth, which is a flow cytometer 

that images multiple phytoplankton and microzooplankton species. Data from the IFCB are 

available at https://ifcb-data.whoi.edu/timeline?dataset=SIO_Delmar_mooring. The PLOO and 

SBOO moorings are also equipped with a variety of physical and biogeochemical sensors. The 

measurements made by these moorings include temperature, salinity, velocity, oxygen, nitrate, 

and Chl-a fluorescence.  

Other measurements used for the red tide analysis include wind data and rainfall data. 

There are two sets of wind data used in Section 4.3. The first wind data set is from NDBC buoy 

LJPC1, which is southeast of the DM mooring and is located near the Scripps Institution of 

Oceanography (SIO) pier (Figure 4.1). The second wind data set comes from the Tijuana River 

estuary (Figure 4.1). There are also two sets of rainfall data. The first data set is provided by the 

National Weather Service using observations at Lindbergh Field in San Diego 

(https://w2.weather.gov/) and the second data set is from the Tijuana River National Estuarine 

Research Reserve (http://cdmo.baruch.sc.edu/).  

To assess the regional horizontal circulation in southern California in the months 

encompassing the red tide, SSH and geostrophic currents are downloaded from the Copernicus 

Marine and Environment Monitoring Service (CMEMS) absolute dynamic topography (ADT) 

product. This product is on a 0.25° grid with daily output. 
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4.2.2 Upwelling Event Detection 

Synoptic upwelling events are detected from the physical and biogeochemistry 

measurements. The process for determining these upwelling events is similar to the event 

detection procedure implemented in Chapter 3 at the CCE2 mooring. The reader is referred to 

Chapter 3 Section 3.2.2 for a description on how upwelling events are detected from the in-situ 

measurements. 

4.3 Physical Processes Results and Discussion 

Coastal moorings operated before, during, and after the 2020 red tide and made high-

frequency measurements of the oceanic conditions. These observations are examined to assess 

the sequence of events leading up to the 2020 red tide followed by the physical processes that 

may be responsible for or contributed to initiating, sustaining, and terminating the red tide. 

4.3.1 Timeline of Events 

Beginning in late March, observations reveal an upwelling event taking place off San 

Diego. The upwelling event is near normal, e.g., equatorward winds, southward flow, and 

decreased temperatures during the upwelling phase (Figures 4.2a, 4.2b, and 4.2c). However, 

there is a decrease in the near surface salinity that causes the buoyancy frequency to increase 

(Figures 4.2d and 4.2e). In the biogeochemical measurements, nitrate and chlorophyll 

fluorescence increase during the upwelling phase (Figures 4.3a and 4.3b). The increase in 

chlorophyll fluorescence is due to a mixed assortment of plankton, e.g., diatoms and 

dinoflagellates, as revealed by images from the IFCB on the DM mooring (not shown). At the 

surface, dissolved oxygen increases marginally, while at depth dissolved oxygen decreases due 

to upwelling of less oxygenated water (Figure 4.3d).  
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In between the first and second upwelling events, heavy rainfall accumulates at multiple 

sites in southern California (Figure 4.2f). A rare occurrence of storm activity involving a cutoff 

Figure 4.2: Daily averaged (a) north-south wind velocity component from LJPC1 
and in Tijuana, (b) north-south velocity component averaged over the upper 35 m 
depths at DM and PLOO, DM (c) temperature and (d) salinity at 1 and 6 m depths, 
(e) DM buoyancy just below the surface, and (f) rainfall in San Diego and Tijuana. 
Red shading denotes upwelling phases of upwelling events while gray shading 
indicates the relaxation phases of upwelling events. At the top of panel (a) are 
markers signifying the initiation, bloom, and termination of the 2020 red tide.  
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low, i.e., a low pressure that separates from the Jet Stream, combined with an atmospheric river 

which caused record-setting rainfall throughout California (Oakley et al. 2020). This atmospheric 

event brought persistent rainfall to southern California which lasted for about a week. The two 

peaks in cumulative rainfall in San Diego and Tijuana in Figure 4.2f reflect the trajectory of the 

system as it moves east, i.e., the first peak, and then the system meanders west returning over 

southern California, i.e., the second peak (Oakley et al. 2020).  

During this week, salinity at the 1 and 6 m sensors decreased to 33 psu (Figure 4.2d). 

Given these in-situ salinity measurements and cumulative rainfall from nearby locations (Figures 

4.2d and 4.2f), the mixed layer thickness can be approximated. Since the salinity decreased from 

33.5 to 33 psu, the mixed layer was nearly 10 m thick (yellow circle in Figure 4.4). From this 

information, fresher water during the rainfall event mixed down over this relatively thicker 

mixed layer with only a small change in buoyancy between April 5 and April 12 (Figure 4.2e).  

During the second upwelling event and immediately following the atmospheric event, 

salinity in the upper ocean continues to decline causing increased stratification near the surface 

(Figures 4.2d and 4.2e). Increases in the upper ocean stratification coincide with higher 

concentrations of chlorophyll fluorescence (Figures 4.2e and 4.3b). This begins during the 

upwelling phase, continues through the relaxation phase, and persists into the third upwelling 

event. Data from the IFCB capture high levels of L. polyedra signifying much of the composition 

in the plankton bloom is due to this particular species (Figure 3.25c; Kahru et al. 2021). During 

the upwelling phase of the second upwelling event, surface temperatures and dissolved oxygen 

increase around April 19 (Figures 4.2c and 4.3d). These changes in the water properties are 

unexpected since they oppose the typical upwelling response. Typically, during upwelling 

isopycnals shoal bringing cooler, less oxygenated water upward. This behavior is reported at the 
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deeper sensor depths (Figures 4.2c and 4.3d), and the difference in the oceanic response between 

the surface and subsurface layers suggests that biological changes in the surface layer are altering 

these water properties.  

The combination of upwelled nutrients and stronger stratification in the upper ocean are 

oceanic conditions advantageous for L. polyedra (Figures 4.2e and 4.3a). Their flagella enable 

them to swim down to reach the upwelled nutrients and return to the surface to photosynthesize 

                    

Lingulodinium Counts 

Figure 4.3: (a) Nitrate at SBOO, (b) surface chlorophyll fluorescence 
at DM, PLOO, and SBOO, (c) L. polyedra counts from the IFCB at 
DM, and (d) oxygen at DM and PLOO. Red shading denotes 
upwelling phases while gray shading indicates the relaxation phases. 
In (d), the left y axis is for the 32 and 90 m sensors at DM and the 
right y axis is for the PLOO sensor.  

(a) 

(b) 

(c) 

(d) 



280 
 

(Smayda 1997; Smayda and Trainer 2010). This allows them to increase their biomass. The 

chlorophyll fluorescence concentrations and L. polyedra counts continue to rise in between the 

second and third upwelling events given the suitable conditions (Figures 3.25b and 3.25c; Kahru 

et al. 2021).  

The third upwelling event starts in the beginning of May and shares some similarities to 

the second upwelling event, such as increased surface temperature and buoyancy (Figures 4.2c 

and 4.2e). Nitrate increases, and this supports another resurgence of L. polyedra as upwelling 

relaxes (Figures 4.3a and 4.3c).  

During the third upwelling event, a nearby profiling device made high-frequency 

measurements of nitrate, chlorophyll fluorescence, and light (B. Zheng, personal communication, 

February 19, 2023). These temporally dense measurements sampling the upper ocean observed 

diel vertical migrations of L. polyedra. L. polyedra migrated down to the nutricline at night to 

take up nitrate and this caused a nitrate loss (B. Zheng, personal communication, February 19, 
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Figure 4.4: Approximated mixed layer thickness based 
on DM salinity in the upper ocean and measured rainfall 
in San Diego and Tijuana. The yellow circle highlights 
the proposed mixed layer during the week of significant 
rainfall in Figure 4.2f and the green circle highlights 
these conditions for the time period immediately after the 
rainfall event. 
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2023). The loss in nitrate was proportional to the growth in chlorophyll-a concentration 

supporting the nitrate uptake by L. polyedra (B. Zheng, personal communication, February 19, 

2023). 

During the fourth upwelling event, there is a mild increase in nitrate (Figure 4.3a), a 

slight uptick in chlorophyll fluorescence (Figure 4.3b), and L. polyedra counts remain relatively 

constant over the upwelling phase of the event but then decrease to very low counts in the 

relaxation phase of the event (Figure 4.3c). The near surface buoyancy has a net decrease over 

the upwelling phase (Figure 4.2e). L. polyedra counts decrease over the relaxation phase, and by 

the fifth upwelling event the plankton composition shifted to contain a weaker presence of L. 

polyedra (Figures 4.3b and 4.3c; Kahru et al. 2021).  

4.3.2 Physical Factors Initiating and Sustaining the 2020 Red Tide 

The red tide timeline of events showed that there were multiple upwelling events that 

elevated nitrate at a fixed depth (Figure 4.3a). These synoptic upwelling events facilitated the 

growth of L. polyedra by shoaling the nutricline to depths where L. polyedra can swim down to 

uptake nutrients. This section investigates other physical processes that may have supported the 

red tide in either initiating the event or helping to maintain the event. Two processes that will be 

examined for their influence on creating coastal conditions favorable for L. polyedra are the near 

surface stratification, i.e., buoyancy frequency, and the cross-shore advection. 

4.3.2.1 Stratification  

Stratification is a factor that has previously been shown to initiate red tides because the 

stratified conditions favor dinoflagellates who have a competitive advantage over less motile 

plankton (Pitcher and Nelson 2006). In the overview of events encompassing the red tide, there 

were large increases in the near surface buoyancy (Figure 4.2e). This increased surface 
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stratification is not expected under upwelling when wind-driven mixing typically weakens 

stratification. To demonstrate how anomalous the stratification was, the near surface 

stratification and the annual cycle of the near surface stratification are plotted in Figure 4.5a. The 

annual cycle is computed over 2006 – 2021. This anomalous behavior began at the end of March 

and continued persistently through April and May. Near surface temperatures are mildly above 

Figure 4.5: DM (a) buoyancy at 3.5 m depth, (b) temperature at 1 m depth, (c) 
salinity at 1 m depth, and (d) cross-shore velocity averaged in the upper 50 m. 
Grey lines are all years from 2006 – 2021 except for 2020. Blue line is 2020 and 
black line is the annual cycle. Magenta boxes encapsulate the 2020 red tide time 
period. 
 

(a) 
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the climatological average in March (Figure 4.5b), but it is not until the end of March that the 

stratification abruptly increases due to the decreased salinity (Figures 4.5a and 4.5c).  

The stratified conditions were initially due to the cutoff low and atmospheric river, which 

caused substantial amounts of precipitation and resulted in less saline waters in the upper ocean 

(Figures 4.2d, 4.2e, 4.2f, and 4.5c). In the week of the atmospheric event, salinity continues to 

decrease at the surface (Figure 4.2d). The mixed layer thickness is approximated from the in-situ 

salinity measurements and cumulative rainfall data (Figures 4.2d and 4.2f). Since the salinity 

decreased down to 32.5 psu, this would imply a mixed layer of about 3 m (green circle in Figure 

4.4). The estimated mixed layer is verified by the difference in salinity values at 1 and 6 m 

depths, with more saline water measured at 6 m depth since it was below the mixed layer (Figure 

4.2d). 

As salinity returns to climatological values, the surface temperature substantially 

increases above the climatological curve (Figures 4.5b and 4.5c). The increased temperatures 

support the additional increase in the near surface buoyancy (Figure 4.5a). It is hypothesized, but 

not confirmed, that the increased temperatures were due to biological trapping of heat. The 

increase in L. polyedra counts (Figure 4.3c) is suspected to have driven more photosynthesis in 

the surface layer. The heightened photosynthesis causes more light to be absorbed, resulting in 

additional heating at the surface and this also causes greater amounts of dissolved oxygen (Seki 

et al. 1980; Ramp et al. 1991; Wallace and Gobler 2021). This behavior is consistent with the in-

situ measurements in Figures 4.2c and 4.3d, and the surface heating would further strengthen the 

stratification (Figure 4.2e).  

Other studies have reported the significance of stratification on HAB dynamics and how 

it serves as an advantage for dinoflagellates (Ryther 1955; Probyn et al. 2000; Pérez et al. 2010; 
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Berdalet et al. 2014). In EBUS, relaxation periods can disrupt upwelling phases encouraging 

restratification through warmer SSTs in coastal regions, e.g., advection of warmer waters or solar 

radiation (Brink et al. 1981; Send et al. 1987; Graham and Largier 1997). The stronger 

stratification and shallow mixed layers shift the plankton community structure towards a greater 

dominance of dinoflagellates (Anderson et al. 2008; Shipe et al. 2008; Fischer et al. 2020).  

4.3.2.2 Onshore Advection 

Another facilitator of HABs is retentive circulation which can aggregate HAB forming 

species. Less southward flow was apparent during the relaxation phases of the upwelling events 

in Figure 4.2b, and this may have helped keep plankton within the SCB. However, the primary 

attention of this section is on the cross-shore flow in the horizontal circulation. Onshore flows 

can help aggregate the HAB-forming species close to the coast and this component of the 

circulation is analyzed. 

There were large pulses of onshore flow in March and April at DM (Figure 4.5d) and at 

all three coastal mooring sites (Figure 4.6). While there are some flow reversals at PLOO, the 

cross-shore flow is relatively persistently onshore over mid-March through June. The suggested 

Figure 4.6: Cross-shore velocity averaged in the upper 20 m at DM, PLOO, and SBOO. 
The cross-shore direction is the east-west orientation and positive values denote onshore 
flow. 
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widespread onshore flow over much of the SCB may have helped aggregate L. polyedra near the 

coast.  

The onshore flow is attributed to the regional circulation. Typically, the SCE appears in 

these months (Figure 1.25 from Chapter 1) and the seasonal spin up of the SCE was apparent in 

the SCE index at this time (Figure 1.23a from Chapter 1). Furthermore, monthly-averaged SSH 

indicate onshore geostrophic flow stretching between Santa Monica and northern Baja California 

(Figure 4.7a), which is approximately the geographical range of this particular red tide event 

Figure 4.7: (a) CMEMS SSH averaged over April 2020 and the black arrows are the 
monthly averaged geostrophic currents. (b) Satellite derived chlorophyll-a 
concentrations and (c) the remote sensing reflectance ratio 380/443 during April – May 
2020 modified from Kahru et al. (2021). Magenta arrows emphasize the regional 
circulation features present during the red tide. In (b), SM refers to Santa Monica. 

(a) 

(b) (c) 
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(Figure 4.7c; Kahru et al. 2021). The cyclonic recirculation of the SCE is schematically shown in 

Figure 4.7a along with an anticyclonic feature to the southeast of the SCE that reinforces onshore 

flow towards the coast. Satellite derived chlorophyll-a concentrations capture high 

concentrations along the coastline (Figure 4.7b), and the presence of the chlorophyll-a 

concentration pushed up against the coastline is consistent with where onshore flow occurs from 

both the SCE and the anticyclonic feature (Figure 4.7a).   

The onshore circulation related to the SCE and the anticyclonic eddy occurred alongside 

increased stratification. Retentive circulation has been shown to be an important mechanism for 

initiating HABs by aggregating HAB causing species (Pitcher and Boyd 1996; Donaghay and 

Osborn 1997; Smayda 2000; Fischer et al. 2020). Additionally, the retentive circulation along 

with the local topography, e.g., bays, channels, and lagoons, can trap phytoplankton to form a 

HAB (Probyn et al. 2010; Pitcher et al. 2010; Fischer et al. 2020), and such topographical 

features are present in southern California where the red tide occurred.  

4.3.3 Red Tide Termination 

The decrease in L. polyedra counts in May and June indicate the decline of the red tide. 

This section examines what process likely contributed to the termination of the 2020 red tide and 

briefly discusses the ecological consequences related to the red tide.  

4.3.3.1 Decreased Stratification 

The red tide declined at the end of May – early June, which was contemporaneous with a 

decrease in stratification at the surface (Figures 4.2e, 4.3c, and 4.5a). The decrease in 

stratification in late May - early June coincides with a decrease in temperature (Figures 4.5a and 

4.5b). Wind-driven mixing, as implied by the upwelling favorable winds (Figure 4.2a) and 

thickening of the mixed layer (Figure 4.8a), mixed the warm surface temperatures downward 
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causing subsurface temperatures to increase (Figures 4.2c and 4.8b). This is also true at the 

PLOO mooring (not shown). It is suspected that these processes led to the demise of the red tide.  

To demonstrate the influence of the decreasing temperature on the stratification, the near 

surface stratification is calculated assuming the salinity does not change and this is compared to 

the observed stratification (Figure 4.9). The observed stratification fluctuations are similar to the 

stratification fluctuations that assume salinity is constant. This demonstrates that the variability 

in the stratification during the red tide and at the end of it is in part due to the temperature field. 

However, starting in late-May some offset between the two curves is apparent, where the 

observed stratification is less than the temperature dependent stratification. The lower observed 

stratification is related to salinity changes, as demonstrated by the stratification time series that 

Figure 4.8: (a) Mixed layer thickness approximated at DM based on a density 
difference of 0.125 kg/m3 from the density at 1 m depth. (b) DM temperature as 
measured by the sensors. Green boxes highlight the time period when the mixed layer 
thickens, and the warmer surface waters are mixed downwards increasing the 
subsurface temperatures. 
 

(a) 

(b) 
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holds temperature constant (Figure 4.9). The gradual decline over May in this stratification time 

series reflects the slow increase in near surface salinity (Figure 4.2d).  

Figures 4.2c and 4.8b show that the upper ocean temperature decrease in May restores the 

temperature to climatological values (Figure 4.5b), but the continued decrease in stratification to 

below climatological values (Figure 4.5a) is caused by a mild increase in the near surface 

salinities (Figures 4.2d and 4.5c). This behavior is also observed at the PLOO and SBOO 

moorings starting at the beginning of May (Figure 4.10). Given the distinction in salinity near the 

surface versus the salinity at the next deepest sensor starting in mid-May, these data suggest that 

evaporation or advection as potential mechanisms for causing the greater near surface salinity. If 

evaporation caused the increase in salinity, then the density increase from the salinity change 

would have contributed to the change in buoyancy in Figure 4.9. 

The changes in stratification in May and June likely contributed to the demise of the red 

tide. The less buoyant conditions favor other planktonic species, like diatoms, and can encourage 

a shift in the community structure (Smayda 2000; Anderson et al. 2006; Smayda and Trainer 

2010). The mortality of L. polyedra may have been driven by physical and/or biological 

processes. Upwelling favorable winds, offshore advection, and shear-inducing turbulence can 

decrease the biomass of dinoflagellates effectively diminishing the HAB (Pollingher and Zemel 

Figure 4.9: Near surface stratification at DM. Stratification based on the observed 
density (blue curve) is compared against stratification assuming the salinity is 
unchanged (red curve) and assuming the temperature remains the same (yellow curve).  
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1981; Donaghay and Osborn 1997; Fischer et al. 2020). Biological processes may also lead to 

the disruption of a HAB, such as zooplankton grazing and algicidal activity (Imai et al. 1995; 

Park et al. 1998). These different processes driving L. polyedra mortality alongside the less 

favorable physical environment may have discouraged continuation of the red tide through June.  

4.3.3.2 Low Oxygen and Ecological Consequences 

Oxygen measurements close to the sea floor at the DM mooring recorded dissolved 

oxygen low enough to classify as hypoxic (Figure 4.3d; Diaz and Rosenberg 2008; Vaquer-

Sunyer and Duarte 2008). The decrease in oxygen below 4 mg/L at DM 90 m depth begins in 

April and persists through early June indicating conditions were hypoxic in the benthic habitat. 

The water mass results from Chapter 1 indicated higher PEW concentrations and positive PEW 

anomalies at both 35 and 90 m depth (Figures 1.18 and 1.20). PEW is characterized by lower 

oxygen (Wyrtki 1967; Lynn and Simpson 1987; Meinvielle and Johnson 2013; Nam et al. 2015). 

The presence of more PEW at this time could have further negatively impacted the environment 

by having already established lower background levels of dissolved oxygen. 

Figure 4.10: Salinity in the upper ocean at DM, PLOO, and SBOO. Green box 
highlights the time period when the 1 m salinity is saltier than the salinity at the next 
deepest sensor. Solid lines represent the 1 m sensors and dotted lines denote the second 
shallowest sensor. 
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The decrease in oxygen near the bottom is likely a consequence of the red tide. As the red 

tide declines, bacteria break down the bloom matter. In this process, bacteria consume oxygen 

which can create hypoxic or anoxic conditions (Fallon and Brock 1979; Sellner et al. 2003; Al 

Gheilani et al. 2011; Wallace and Gobler 2021). The consumption of oxygen by bacteria may be 

exacerbated by strongly stratified conditions, reduced mixing, upwelling of waters that are low in 

oxygen, and eutrophication (Grantham et al. 2004; Kemp et al. 2009, Levin et al. 2009; Nam et 

al. 2011; Booth et al. 2012). This is one way L. polyedra blooms negatively impact the 

environment. L. polyedra blooms can also produce yessotoxin that may be consumed, and in 

large quantities can be harmful to marine life (Arévalo et al. 2006; Armstrong and Kudela 2006). 

The ecological consequences of red tides can impact multiple species such as fish, birds, and 

marine mammals (Fritz et al. 1992; Anderson et al. 2006; McCabe et al. 2015). 

4.4 Conclusion 

Coastal upwelling regions are characterized by HABs and a particularly strong red tide 

event was the focus in this chapter. In-situ high-frequency measurements along the coast of 

southern California monitored the sequence of events surrounding the 2020 red tide. This event 

was significant because of its longer lasting duration that caused significant changes in the 

coastal ocean ecology. Monitoring, understanding, and improving the ability to predict HABs is 

important because of the consequential impact they have on public health, fisheries and 

aquaculture, and ecosystem functioning (Anderson et al. 2012; McCabe et al. 2016).  

Upwelling events, like those studied in Chapter 3, were a contributor to the 2020 red tide 

in southern California (Figures 4.2 and 4.3). Other physical factors favorable for conditioning the 

2020 red tide were the strong stratification and retentive circulation (Figures 4.2b, 4.2e, 4.5a, 

4.5d, and 4.7). An anomalous storm and the biological trapping of heat at the surface initiated 
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and maintained, respectively, the strong stratification promoting the red tide (Figures 4.2c, 4.2f, 

and 4.3c). Onshore geostrophic flow from the SCE and an anticyclonic circulation feature 

southeast of the SCE promoted onshore geostrophic flow aggregating planktonic species close to 

the coast (Figure 4.7).  

Termination of the red tide coincided with decreased stratification (Figures 4.5a and 4.9) 

that was due to upwelling winds mixing the warmer surface waters downward (Figures 4.2a, 4.8, 

and 4.9) and by increased salinity near the surface likely from evaporation (Figures 4.9 and 

4.10). Ecological consequences of the red tide included hypoxic conditions on the shelf (Figure 

4.3d) and mass die off of multiple species, e.g., fish, marine invertebrates, and other benthic 

organisms. The unpredictability of these events can make them difficult to study, but the 

maintained moorings monitoring the coastal ocean captured this pronounced HAB exemplifying 

why it is important to make sustained observations. 

Studies have suggested more regular occurrences of HAB events in the last two decades, 

and such low-frequency variability in the phytoplankton community structure has been linked to 

large-scale climate indices like the NPGO and PDO (Cloern et al. 2005; Sekula-Wood et al. 

2011; Baron et al. 2013; Du et al. 2015; Fischer et al. 2020). These results suggest that the 

different processes that influence HAB occurrences extend over a range of time and space scales. 

The multiple physical and physiological processes that contribute to HABs make these events 

difficult to predict in how they will respond to climate change, but it is suggested that they will 

increase in frequency and severity (Wells et al. 2015; Pitcher et al. 2017; Fischer et al. 2020). 

The intricacies of these events with limited long-term data makes future changes difficult to 

forecast. Given the uncertainty of how HABs will respond to climate change there is general 

agreement for the need of long-term monitoring that includes physical and biogeochemical 
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measurements in order to assess how HAB events will change in the future (Kudela et al. 2015; 

Wells et al. 2015; Pitcher et al. 2017). The southern California observations that continue to 

make measurements address this scientific consensus and will continue to be important for future 

work on high-frequency variability in the coastal ocean.  
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