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Development and Application of In Situ Marine Inorganic Carbon Sensors: 
Quantifying Change at High Spatiotemporal Resolution in the Anthropocene 

 
 

by 

 

Philip J. Bresnahan, Jr. 
 
 

Doctor of Philosophy in Oceanography 
 
 

University of California, San Diego 2015 
 
 

Professor Todd Martz, Chair 
 
 

 The ocean’s sequestration of anthropogenic carbon dioxide has major 

consequences for global change. Not only does it temper global warming by removing 

some of the greenhouse gas from the atmosphere, it also results in ocean acidification 

through the reaction of CO2 and H2O. While the environmental science community is 

well aware of these issues at a broad, global level, there are notable gaps in our 

understanding of changes occurring over smaller spaces and shorter times. This 

dissertation describes novel tools that are being developed and implemented in order to 

fill those gaps. Specifically, it focuses on autonomous, in situ systems designed to 

quantify total dissolved inorganic carbon (the sum of all chemical species formed in 
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seawater directly through the addition of CO2 to H2O) and pH (a measure of the proton 

concentration in seawater). 

The first two chapters describe a “Micro-Rosette” for microfluidic quantification 

of total dissolved inorganic carbon (DIC) from profiling floats. Chapter 1 deals 

specifically with optimization of a gas diffusion cell, an integral component of any 

liquid-to-liquid (i.e., seawater to receiving solution) DIC extraction technique. 109 

unique combinations of gas diffusion cell geometry, seawater volume, and diffusion 

time were tested to rigorously determine the optimal conditions needed in order to 

quantify DIC repeatably. Chapter 2 incorporates these findings and implements a 

sixteen-sample microfluidic collection manifold such that seawater can be captured and 

stored as a profiling float ascends from 2000 m to the surface and subsequently analyzed 

once the float returns to its “park depth” (~1000 m), where it remains for over a week. 

Chapter 1 achieves better than 0.2% repeatability in DIC measurements; the multiplexed 

collection and analysis in Chapter 2 attains 1%.  

Chapters 3 and 4 pertain to in situ measurement of seawater pH with the 

Honeywell Durafet. Well over 100 packages implementing the Durafet have been 

deployed globally; Chapter 3 lays out best practices for utilizing those packages and 

validating the resulting data by comparing sensor results to discrete samples and 

thermodynamically and empirically-derived pH values. Chapter 4 illustrates the use of 

a Durafet packaged specifically for mobile platforms and surface pH mapping 

applications.
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INTRODUCTION 

The Anthropocene 

Since the beginning of the Industrial Revolution (circa 1750), human activity 

has increased to the point that it exerts many forces stronger than those of the rest of 

nature. Nobel laureate Paul Crutzen is credited with popularizing the term 

“Anthropocene,” suggesting that the Earth has entered a geological epoch wherein 

humanity is a dominant planetary force (Crutzen, 2006). A distinct human fingerprint 

can be found on many parts of the globe, from atmospheric gas concentrations to 

glaciers to rainforests. While it was once believed that humans had a negligible effect 

on nature, we now understand that we are capable of altering both local and global 

patterns. Processes generally thought to occur over so-called geologic time (typically 

10,000 years or more) are in many cases accelerating to have timescales of months to 

decades. For example, changes to atmospheric carbon dioxide concentration that would 

otherwise be controlled by Milankovitch cycles (slight changes to the Earth’s orbit with 

timescales of 20,000-100,000 years) or geologic activity are now dominated by fossil 

fuel burning and land-use change with timescales of decades. 

2013 saw the passing of a remarkable milestone: after more than 800,000 years 

during which global atmospheric CO2 concentrations fluctuated between roughly 200 

to 300 ppm (Luthi et al., 2008), in May 2013, the Mauna Loa atmospheric CO2 mole 

fraction was reported to be greater than 400 ppm for the first time in human history 

(https://scripps.ucsd.edu/programs/keelingcurve/). While this threshold may hold no 

intrinsic planetary significance (that is, the round number 400 doesn’t mean more to 

https://scripps.ucsd.edu/programs/keelingcurve/
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planetary physics than, say, 399 or 401), the marked increase in global CO2 

concentration (i.e., the “Keeling Curve” (Keeling et al., 1976)) since the dawn of 

industrialization is among the clearest signs that humanity is radically altering global 

processes. There are essentially innumerable other aspects to the Anthropocene (e.g., 

the impact of fertilizer use on nitrogen and phosphorus cycles, the mining to depletion 

of rare earth metals for electronic devices, species eradication, sea level rise, etc.), each 

of which demands significant attention. This thesis focuses on quantifying changes in 

CO2, specifically the CO2 that dissolves in the ocean. 

Ocean Carbon Cycle and Anthropogenic Perturbations 

CO2, an acid gas, has been understood to be a greenhouse gas (GHG) for well 

over a century (Arrhenius, 1896). Since 1958, atmospheric CO2 has been continuously 

measured in Mauna Loa, Hawaii (Keeling et al., 1976), where the atmosphere is well-

mixed, far away from point sources (e.g., megacities). Concomitant with the 

anthropogenic atmospheric increase is an oceanic increase in CO2 storage as roughly 

one-quarter of emissions are now sequestered by the ocean. While this process (and that 

of CO2 sequestration by land plants) tempers global warming to some degree, it also 

drastically changes ocean chemistry through the effect known as ocean acidification 

(Doney et al., 2009).  

Ocean CO2 content, or marine inorganic carbon, is known to be increasing on 

average, but the spatiotemporal variability of ocean CO2 uptake and many natural rates 

(e.g., air-sea CO2 flux, photosynthesis, respiration, calcification, carbonate dissolution) 

have proven difficult to quantify, due largely to the spatial scales over which these 
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processes occur (Ciais et al., 2013; Bates et al., 2014; Takahashi et al., 2009; Feely et 

al., 2001). Measurements of the four marine inorganic carbon master variables—total 

dissolved inorganic carbon (DIC), total alkalinity (TA), partial pressure of CO2 

dissolved in seawater (pCO2), and pH—are increasingly sought in order to quantify 

these natural and anthropogenic changes. Inorganic carbon measurements typically 

come from (1) repeat hydrography cruises which only repeat transects approximately 

once per decade (Feely et al., 2014), (2) ocean time-series sites, such as the Hawaii 

Ocean Time-series (HOT) and Bermuda Atlantic Time-series Study (BATS), which 

provide long and well-maintained time-series but little spatial resolution (Bates et al., 

2014; Church et al., 2013), and (3) volunteer observing ships (VOSs) which tend to 

travel along a relatively narrow range of shipping routes (e.g., Takahashi et al. (2009)). 

These approaches have been tremendously valuable for providing new insights into both 

natural and anthropogenic changes to oceanic carbon inventories; however, it is simply 

impossible to observe these changes across the full breadth and depth of the ocean using 

only the tools and techniques that we currently possess.  

Coastal heterogeneity has made observations of near-shore processes even more 

challenging to interpret (Duarte et al., 2013; Borges, 2005). Natural CO2 system 

variability in coastal ecosystems far exceeds that in the open ocean, on average 

(Hofmann et al., 2011), making the task of fully closing coastal carbon budgets quite 

challenging. Furthermore, it has recently been argued that coastal ecosystems may be 

responsible for storage of a significant portion of labile carbon (McLeod et al., 2011; 

Pendleton et al., 2012). As coastal ecosystems are developed for human use and 
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degraded, this so-called “blue carbon” is rapidly oxidized and lost to the atmosphere, 

compounding the CO2 problem in a way similar to terrestrial deforestation. Coastal 

ecosystems, despite their relatively small spatial extent, are thought to be responsible 

for a significant percentage of carbon cycling (Cai, 2011). 

In both the open ocean and coastal ecosystems, the relative paucity of inorganic 

carbon data limits our ability to resolve changes of interest. Measurements of marine 

inorganic carbon are critical in order to refine estimates of both natural processes and 

anthropogenic perturbations such that we can quantify the ocean’s role in continued 

global change. 

High Spatiotemporal Resolution, In Situ Monitoring 

Shipboard discrete sampling of the marine inorganic carbon system will likely 

continue to be the primary source for high-fidelity measurements for the forseeable 

future (Feely et al., 2014); however, due to the sheer size of the ocean and 

spatiotemporal scales of phenomena of interest, ships will never be sufficient (Ohman 

et al., 2013). Current ship-based sampling programs are far too infrequent to capture 

upwelling events, phytoplankton blooms, storms, etc. Sensors, both in situ and remote, 

will be increasingly utilized to fill gaps in space and time between these shipboard 

surveys (Byrne et al., 2010). Stationary (i.e., moored) and mobile sensors play slightly 

different but equally important roles in observational oceanography; applications of 

both will be described here.  

This thesis has placed particular emphasis on equipping mobile Argo floats with 

dissolved inorganic carbon (DIC) analyzers. In the past decade, the climate science 
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community has relied increasingly heavily on Argo, an international project which 

maintains a fleet of > 3,000 profiling floats to measure temperature and salinity in the 

upper 2 km of the ocean (Roemmich et al., 2009; Gould et al., 2004). In particular, Argo 

has provided valuable insights on the ocean’s storage of excess heat due to global 

warming (Roemmich et al., 2015). The majority of work with Argo to date has involved 

physical oceanography, however several biogeochemical sensors have been evaluated 

for use on Argo floats, with oxygen, nitrate, and optical sensors receiving the most 

attention to date (Johnson et al., 2009; Gruber et al., 2007; Tengberg et al., 2006; 

Johnson and Coletti, 2002; Bishop et al., 2002; Bishop et al., 2004). pH and pCO2 

sensors designed for use within the Argo Program are also under development, but not 

yet widely implemented (Johnson et al., 2013; Fiedler et al., 2013; Fietzek et al., 2014). 

Argo’s global coverage and routine (profiles to 2 km every ten days) provides a unique 

opportunity to capture biogeochemical cycles at an unprecedented scale. 

Dissertation Outline 

Chapters 1 and 2 of this dissertation focus on the design of a Micro-Rosette for 

autonomous, in situ DIC analysis from a profiling float. Autonomous DIC analysis has 

been achieved in several cases for moored sensors (Liu et al., 2013; Fassbender et al., 

2015; Sayles and Eck, 2009; Wang et al., 2015) but autonomous profiling DIC analyzers 

have remained elusive. There are two primary reasons that autonomous instruments for 

DIC profiles have not yet been achieved: 1) size/power: DIC is the sum of multiple 

species (DIC = [CO2(aq)] + [H2CO3] + [HCO3
-] + [CO3

2-]); its quantification requires 

pumps, valves, and additional reagents, complicating the apparatus and 2) time: all DIC 
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analyzers implement an acidification step followed by extraction of CO2 into a receiving 

stream; these steps take time (tens of seconds to tens of minutes) that do not lend 

themselves to on-the-fly measurements necessary for mobile platforms. The Micro-

Rosette attempts to overcome these challenges by prioritizing miniaturization of the 

entire system, especially fluidic components, and by utilizing a unique technique for 

chemical analysis on profiling floats: capturing discrete samples in situ and analyzing 

them during the float’s park cycle (i.e., ex situ) in order to circumvent time concerns. 

The Micro-Rosette is designed to capture multiple microfluidic (tens to hundreds of 

microliters) seawater samples as the profiling float ascends from 2 km to the surface 

and subsequently analyze them upon the float’s return to an isopycnal at roughly 1 km.  

Chapter 1 (submitted to Analytical Chemistry) concerns optimization of a 

microfluidic gas diffusion cell (GDC) for liquid-to-liquid CO2 extraction in the Micro-

Rosette. The results presented here are applicable to all DIC analyzers which implement 

a liquid-to-liquid extraction step. Twelve unique GDCs were tested, five of which were 

rigorously evaluated for repeatability in DIC quantification. A primary constraint in 

GDC evaluation was volume. Sample volumes from 15-500 μL were evaluated, with an 

emphasis on minimizing volume requirements. 109 unique experiments varied GDC 

type (planar vs. cylindrical), aspect ratio (surface area of exchanging membrane to 

reagent volume), sample (i.e., seawater) volume, and diffusion time to optimize the 

design. 3-D printing was utilized in order to rapidly prototype and evaluate these 

designs; each manifold was designed, fabricated, and tested in under one month, 

allowing a thorough intercomparison of unique designs. Ultimately, it was determined 



7 
 

 
 

that cylindrical GDCs perform better than their planar counterparts, likely due to the 

relative ease of increasing the aspect ratio while minimizing overall volume 

requirements without sacrificing GDC robustness. Most designs achieved better than 

1% repeatability in DIC analysis, but only one cylindrical manifold achieved better than 

0.2% repeatability over a range of conditions. This cylindrical design is used in the 

Micro-Rosette design, described in Chapter 2. 

In Chapter 2, we evaluate the full assembly of the Micro-Rosette in laboratory, 

test tank, and oceanographic experiments. The Micro-Rosette, comprising two main 

instrument housings (an “electronics” controller housing and a “fluidic” seawater 

collection and analysis housing) is tested for its repeatability and dynamic range in 

seawater DIC analysis. The Micro-Rosette fluidic housing consists of a sixteen cell 

microfluidic (100 μL) sample collection manifold, gas diffusion cell, and detector, each 

custom-designed for this application and described in detail in this chapter. Ultimately, 

the Micro-Rosette achieves roughly 1% repeatability and 1.5% accuracy for seawater 

samples ranging from 2000-2500 μmol·kg-1 and shows viability in oceanographic 

deployment to 500 m.  

Chapter 3 (published in Methods in Oceanography) describes best practices for 

autonomous measurement of seawater pH using the Honeywell Durafet. The Durafet is 

an off-the-shelf ion selective field effect transistor (ISFET)-based pH sensor. The 

Durafet has been deployed in multiple configurations and > 100 oceanographic settings 

from the surface to < 100 m. We describe calibration and validation considerations for 

this highly stable pH sensor which was first evaluated for oceanographic applications 
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by Martz et al. (2010) and has since been implemented in a variety of ecosystems (e.g., 

Hofmann et al. (2011)). In this work, we cross-compare alternate in situ calibration and 

validation techniques, focusing on the use of discrete samples and co-located, 

independent CO2 system sensors with thermodynamic and regional empirical 

relationships. We investigate multiple sensor failure modes and recommend best 

practices for preventing. The Durafet is shown to be capable of achieving better than 

0.03 pH accuracy, relative to a chosen reference value, over multiple months when it is 

rigorously calibrated pre-deployment and carefully validated through use of 

independent pH measurements throughout its deployment. 

In Chapter 4, we report on the design of a novel pH and oxygen sensor package 

for use on mobile platforms (e.g., surface gliders or small vessels). The sensor package, 

named the “WavepHOx” implements the Honeywell Durafet pH sensor, Aanderaa 

optode oxygen sensor, and a chloride ion selective electrode. Both the Durafet and 

optode contain thermistors; the full suite of measured parameters includes pH, dissolved 

oxygen, and temperature. Multiple deployments are described to illustrate the 

WavepHOx’s utility in high spatiotemporal coastal inorganic carbon monitoring where 

alternate techniques (e.g., discrete sampling programs or moored sensors) fall short in 

terms of measurement frequency and/or spatial coverage. The WavepHOx was 

deployed on a stand-up paddleboard in Mission Bay and La Jolla Cove, CA, USA—in 

both deployments, resolving a > 0.3 pH change over tens of meters due to natural 

variability as a result of biological productivity. It was also deployed on a Liquid 

Robotics Wave Glider. While the WavepHOx is not suited for profiling applications, it 
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is shown to be a robust instrument package for inorganic carbon mapping, especially in 

near-shore ecosystems that can be hard to access with ships or profiling floats.  
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CHAPTER 1: CHARACTERIZATION OF GAS DIFFUSION CELL GEOMETRY 

FOR A MICROFLUIDIC DISSOLVED INORGANIC CARBON ANALYZER 

Abstract 

Variable gas diffusion cell geometries were tested for the extraction of dissolved 

inorganic carbon (DIC) from a microfluidic (tens to hundreds of microliters) seawater 

sample. With a focus on optimization of diffusion cell geometry, we compare five 

unique diffusion cell designs. Using 3-D printing technology to streamline the 

prototyping and testing process, we were able to conceive, design, fabricate, and 

thoroughly evaluate each design over the course of about one month. The five manifolds 

compared in this work represent a subset of twelve designs total, seven of which failed 

for various reasons, frequently related to poor membrane sealing within the manifolds. 

In total, 1,043 DIC measurements were carried out in 109 experiments for the five 

working manifolds. We find that cylindrical diffusion cell designs offer several 

advantages over their planar counterparts, most notably the ability to increase the ratio 

of the exchange membrane’s contact surface area to solution volume (the “aspect ratio”) 

without sacrificing channel integrity. Multiple designs approached short-term 

repeatability of < 1%, but only the cylindrical diffusion cell design allowed for < 0.2% 

repeatability using less than 200 μL of sample. 

Introduction 

Atmospheric CO2 levels are increasing due to human activities; as a result, 

oceanic dissolved inorganic carbon (DIC = [CO2(aq)] + [H2CO3] + [HCO3
-] + [CO3

2-]) 
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content is as well (Bates et al., 2014; Sabine and Tanhua, 2010). In addition to tracking 

anthropogenic carbon in the ocean, other rationales for measuring DIC include, for 

example, quantification of marine biological photosynthesis and respiration rates, 

natural carbon sequestration, and air-sea gas fluxes (Emerson, 2014; Wanninkhof et al., 

2009; McLeod et al., 2011). Among the four marine CO2 system master variables (viz., 

1) DIC, 2) total alkalinity (TA), 3) pH, and 4) the partial pressure of CO2 dissolved in 

seawater (pCO2)), only DIC and TA are independent from pressure and temperature 

(when expressed as μmol·kg-1). This independence allows their use in the direct tracking 

of biogeochemical changes of a water mass not possible with pH or pCO2, a particularly 

valuable trait for use in carbon budgets. Over the past forty years, observations of CO2 

system variables, especially DIC and TA, have been made decadally along several 

basin-wide cruise transects (Feely et al., 2014), and monthly at a handful of Eulerian 

time-series stations (Bates et al., 2014). Extensive, yet sporadic underway mapping of 

surface pCO2 has also been carried out in the surface ocean using shipboard underway 

systems (Takahashi et al., 2014). The aim of this work is to aid the development of new 

autonomous DIC analyzers to fill in the observational gaps remaining in both space and 

time (Byrne et al., 2010). 

Because DIC is a summation of four chemical species, direct electro- or spectro-

chemical detection is unlikely, if not impossible. DIC analysis, therefore, employs an 

acidification step to drive all DIC species to CO2, requiring pumps, valves, and reagents, 

and complicating the apparatus. The few in situ, autonomous DIC analyzers that have 

been developed (Wang et al., 2015; Liu et al., 2013; Sayles and Eck, 2009; Fassbender 
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et al., 2015) remain at a prototype stage (Martz et al., 2015). Bench-top analyzers 

routinely achieve 0.1% relative standard deviation (RSD: standard deviation divided by 

mean) (Johnson et al., 1985; Johnson et al., 1987); autonomous systems have been 

reported to yield similar results but typically only over several week deployments (Wang 

et al., 2015; Liu et al., 2013; Sayles and Eck, 2009; Fassbender et al., 2015). Here we 

report results with similar precision and minimized reagent and sample volume 

requirements with the goal of developing a DIC analyzer suited for long-term 

oceanographic deployments. 

A typical DIC analysis can be broken down into three main steps: 1) 

acidification of the seawater sample to convert all inorganic carbon species to CO2, 2) 

extraction of the CO2 from the sample, and 3) detection of the extracted CO2 (after 

conversion to CO2, the DIC may be quantified using a variety of techniques including 

infrared gas analysis, spectrophotometry, and conductometry). CO2 extraction from the 

seawater sample can be performed in a variety of ways, depending primarily on the 

detection scheme. The most commonly used is a liquid-to-gas CO2 extraction, wherein 

CO2 is stripped from an acidified liquid sample by a nitrogen gas stream. The CO2 is 

then carried to a detector, such as an infrared gas analyzer (Goyet and Snover, 1993; 

O'Sullivan and Millero, 1998). Alternatively, liquid-to-liquid extraction of CO2 may be 

accomplished using a gas diffusion cell (GDC) (Wang et al., 2015; Liu et al., 2013; 

Sayles and Eck, 2009; Martinotti et al., 2012; Hall and Aller, 1992)—the subject of this 

work. While several articles have reported on the performance of their chosen GDC in 

DIC analysis (Wang et al., 2015; Liu et al., 2013; Sayles and Eck, 2009; Martinotti et 
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al., 2012; Hall and Aller, 1992), a thorough comparison of different GDC designs has 

not been published.  

Here we contrast several common GDC assembly methodologies and 

geometries that, to our knowledge, have not been rigorously compared on a single 

system utilizing a common sample introduction, detection, and data acquisition system. 

Membrane efficiencies (Plant et al., 2009) and permeabilities (Massey, 2003) have been 

published. The purpose of carrying out a systematic comparison of this nature is 

optimization of a DIC measurement in order to meet the stringent requirements of 

chemical oceanographers who commonly achieve 0.1% RSD using state of the art 

equipment (Johnson et al., 1985; Johnson et al., 1987). There are many factors involved 

in selecting optimal geometry (e.g., entire system volume constraints, pump volume 

constraints, upstream mixing efficiency, detector signal to noise ratio, etc.); an 

evaluation of these concerns is necessary to aid future GDC design. The scope of this 

work is not limited to total dissolved inorganic carbon analysis alone; geometric 

diffusion cell optimization will be useful in the development of other autonomous 

sensors (e.g., dissolved inorganic 13C, pCO2, ammonia). 

Theory 

In the liquid-to-liquid extraction technique described here, CO2 diffuses across 

a gas permeable membrane into a receiving solution of NaOH. CO2 reacts with OH- to 

form CO3
2- ion: 

CO2 + 2OH− ↔ H2O + CO3
2− (1). 
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As hydroxide continues to be consumed and pH decreases, carbonate ion reacts with 

carbon dioxide to form bicarbonate:  

CO2 + CO3
2− + H2O ↔ 2HCO3

− (2). 

The limiting conductivity of hydroxide ion is 199.1 S⋅cm2⋅equiv-1 vs. 69.3 and 44.5 

S⋅cm2⋅equiv-1 for carbonate and bicarbonate, respectively (at 25 °C) (Robinson and 

Stokes, 1959). As two moles of hydroxide are consumed in Equation 1, the reduction in 

limiting conductivity is 259.6 S⋅cm2 per mole of CO2; conversion to bicarbonate reduces 

limiting conductivity by only 154.6 S⋅cm2 per mole of CO2. At the receiving solution’s 

high pH (≈12), Equation 1 is favored and relatively little bicarbonate ion is formed.  The 

reader is referred to Sayles and Eck (2009) for a more thorough quantification of the 

various carbonate species as a function of the seawater’s DIC, and the resulting change 

in the receiving solution’s conductivity. 

The change in conductivity is measured with a capacitively coupled contactless 

conductivity detector (C4D). Briefly, C4D technology is based on the same concept as 

contacting conductivity wherein drive and pickup electrodes, which are in direct contact 

with the analyte, input and receive, respectively, a current into or out of the analyte. In 

both contacting and contactless detectors, the voltage drop across the drive and pickup 

electrodes, resulting from the solution’s resistance (or, inversely, conductance), is 

measured. The principal difference between the techniques lies in C4D’s use of an 

electrically insulating material in between the electrodes and the medium (e.g., capillary 

tubing). This insulator acts as a capacitor in the equivalent circuit. The use of C4D 

technology forces a more stringent tradeoff between dynamic range and sensitivity than 
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contacting conductivity detectors due to the fact that the total impedance between drive 

and pickup electrodes in C4D depends on several contributing factors in addition to 

solution conductance. The total impedance of the C4D circuit, Z, is expressed by: 

𝑍𝑍 =  ��
1

2π𝑓𝑓cw1
+ RNaOH +

1
2π𝑓𝑓cw2

�
−1

+ 2π𝑓𝑓cs�
−1

 
(3), 

where 𝑓𝑓 is frequency of an alternating current (AC) drive signal, cw1, cw2, and cs are wall 

1, wall 2, and stray capacitance, and RNaOH is the resistance of the receiving solution 

(i.e., NaOH, H2O, CO3
2-, and HCO3

-). Wall capacitances refer to the insulating layer of 

the capillary tubing; stray capacitance depends on the medium (silicone oil in this study) 

occupying the void space in between the ring electrodes and the outer wall of the tubing. 

We avoid calculating individual terms here and instead record the detector’s output 

voltage, which is proportional to Z, performing all subsequent analyses with those 

values. For additional details on C4D, the reader is referred to Francisco and do Lago 

(2009); Guijt et al. (2004); Kuban and Hauser (2008), and references therein.  

Experimental Section 

Apparatus 

The methodology follows that of Hall and Aller (1992) and Sayles and Eck 

(2009), using Certified Reference Material seawater (CRM Batch 135) obtained from 

Andrew Dickson’s laboratory at Scripps Institution of Oceanography 

(http://cdiac.esd.ornl.gov/oceans/Dickson_CRM/batches.html). Seawater is acidified 

with excess 24 mM H3PO4 (Mallinckrodt Chemicals 2796-05, Lot J02A06) as it is 

pumped through a static mixing tee (Figure 1.1, SMT, Analytical Scientific Instruments 

http://cdiac.esd.ornl.gov/oceans/Dickson_CRM/batches.html
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P/N 412-0150B). All reagents were stored in Scholle DuraShield bags. H3PO4 is always 

used in quantities sufficient to fully protonate all carbonate species contained in a 

seawater sample slug, converting DIC to CO2. Because the sample slug is bracketed by 

acid, the seawater to acid mixing ratio is not a well-defined constant, but a gradient with 

the highest value at the center of the slug. CO2 diffuses across a gas permeable 

membrane within the gas diffusion cell (Figure 1.1, GDC; described at length below) 

into a receiving stream (7 mM NaOH; Fisher Scientific S318-500, Lot 125708). The 

active fluidic components shown in the block diagram (Figure 1.1) are The Lee Co. 

solenoid valves (LFNX0500800B) and stepper motor-controlled syringe pumps 

(LPVX0524750B, 750 µL stroke). System automation was accomplished with 

LabVIEW 2013 Professional Development System using a National Instruments 

sbRIO-9642, chosen for its abundance of analog and digital I/O ports and rapid 

prototyping capabilities.  

 
Figure 1.1. Block diagram showing the fluidic circuitry of the bench-top setup. Abbreviations 
are: variable volume pumps (PSample and PNaOH), solenoid valves (VSample, VAcid, VEject, VLoad, and 
VElute), static mixing tee (SMT), gas diffusion cell (GDC), and capacitively coupled contactless 
conductivity detector (C4D).  
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GDCs were assembled in five different geometric configurations, grouped 

broadly into planar or cylindrical (Table 1.1, Figure 1.2). Planar GDCs use two separate 

plates to sandwich a layer of gas permeable membrane, and are fastened by compression. 

Cylindrical GDCs consist of a larger tube around a smaller concentric, gas permeable 

tube. Both designs offer unique advantages and disadvantages with respect to assembly, 

simplicity, robustness, and gas exchange characteristics. All GDC receiving side 

volumes were designed to be ≈ 50-70 µL, a volume which allows complete elution of 

the CO3
2--loaded NaOH with sufficient baseline stability using less than a single pump 

stroke (< 750 µL NaOH).  

Table 1.1. Geometric descriptions of the five GDCs used in this study. “P” and “C” represent 
planar and cylindrical GDCs, respectively. 

 
 

A planar cell relies on the membrane material itself (Teflon/PTFE, McMaster 

Carr P/N 6802K77) to serve as a sealing gasket; that is, no additional sealing mechanism 

is used to keep fluids inside the channels. Three planar GDCs were tested (Table 1.1: 

P1, P2, P3). P1 is a commercially available unit sold by Global FIA (High Sensitivity 

Gas Diffusion Unit; P/N HPMSD; HDPE (high-density polyethylene); 

http://www.globalfia.com/) with 70 µL serpentine tracks. The compression seal on P1 

is achieved either by 1) ten socket-head cap screws, washers, and nuts in through-holes 

around the perimeter or 2) a single aluminum clamping mechanism. P2, P3, C1, and C2 

GDC Name
Carrier 

Vol
Receiver 

Vol
Carrier 

Contact SA 
Receiver 

Contact SA 
Carrier SA:V 
Aspect Ratio 

Receiver SA:V 
Aspect Ratio 

Membrane 
Thickness 

Membrane 
Type

(µL)  (µL)  (mm2) (mm2) (mm-1) (mm-1) (µm)
P1 70 70 200.0 200.0 2.9 2.9 81.3 PTFE
P2 150 50 72.5 72.5 0.5 1.5 81.3 PTFE
P3 50 50 72.5 72.5 1.5 1.5 81.3 PTFE
C1 150 50 622.6 331.2 4.2 6.6 279.4 Silicone
C2 150 50 199.9 150.6 1.3 3.0 241.3 Silicone

http://www.globalfia.com/
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are custom designs (two planar and two cylindrical) designed in-house using 

SolidWorks 2014 Academic Edition. These GDCs were fabricated using 3-D printing 

by Solid Concepts, Inc. (http://www.solidconcepts.com/). P2 and P3 were fastened 

using four screws and nuts around the perimeter. P1 had a 150 µL sample side volume 

and 50 µL receiving side volume, while P2 contained 50 µL on both sides.  

 
Figure 1.2. Typical assemblies of planar (a) and cylindrical (b) GDCs. ¼-28 inlet and outlet 
ports were machined or printed into the manifolds for connections to PEEK tubing. Section of 
cylindrical GDC is cut and magnified to show inner cavity and membrane. See Table 1.1 for 
dimensions. 
 

C1 and C2 were assembled by fitting a tubular silicone membrane over PEEK 

tubing. By using PEEK tubing with a slightly larger OD than the silicone tube ID, a 

compressive seal was created around the PEEK. To promote sealing, a small amount of 

silicone sealant was applied to the outside of the PEEK tubing immediately prior to 

http://www.solidconcepts.com/
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inserting it into the silicone tubing. After waiting 24 hours for the sealant to cure, the 

tubing assembly was passed through the larger internal cavity of the 3-D printed part. 

The cylindrical design relies on off-the-shelf HPLC fittings to seal all inlet and outlet 

ports (and, consequently, hold the PEEK/silicone tubing assembly in place inside the 

cavity). Internal volume (that is, the volume inside the silicone tubing) can be altered 

by lengthening or shortening the entire assembly or by using tubing with different 

dimensions. The annular volume (fluid between the outside of the silicone tubing and 

inside of the printed cavity) can be altered using the above options or by changing the 

diameter of the cavity. C1 utilizes 0.025” ID x 0.047” OD Saint-Gobain Standard Bio-

Sil over 1/32” OD PEEK while C2 utilizes 0.058” ID x 0.077” OD Saint-Gobain 

Standard Bio-Sil over 1/16” OD PEEK. Both C1 and C2 were designed with 150 µL 

sample side volume and 50 µL receiving side volume; their principle differences are the 

diameter and total length, and therefore aspect ratio (surface area to volume). 

Our experimental apparatus implements a capacitively coupled contactless 

conductivity detector (C4D, eDAQ ET127, http://wiki.edaq.com/). The C4D was 

custom-designed by eDAQ Pty., Ltd., to meet our specifications: dynamic range 

determined by a maximum conductivity of 7 mM NaOH over a range of temperatures 

and sufficient sensitivity to detect 0.1% differences in typical seawater DIC values. The 

C4D’s differential analog input was sampled at 10 kHz. 1,000 points were averaged and 

these averages recorded at 10 Hz.  

The GDC and C4D were submerged in silicone oil (Xiameter PMX 200 Silicone 

Fluid, 20 cS) in a jacketed beaker for temperature control by a recirculating water bath 

http://wiki.edaq.com/
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(Neslab RTE 7). The temperature of the oil bath was held at 20.00±0.05 °C (maximum 

range over multi-day experiments), which minimized temperature-dependent diffusion 

and conductivity artifacts.  

Procedure 

Following Figure 1.3, a measurement cycle consists of the following steps. All 

steps are performed sequentially, not concurrently. This is therefore considered a 

stopped-flow system, as opposed to a continuously flowing one. Note that at the end of 

every pumping step (Steps 1, 3-5, 7-8), the valve which was originally opened in that 

step is closed and the syringe pump is refilled. 1) The acid valve (VAcid) is opened, and 

the sample pump (Psample) is used to flush acid through the sample side of the system to 

remove residual CO2 from previous runs. 2) A prescribed diffusion time is given to 

allow the residual CO2 to diffuse into the receiving stream. 3) The receiving stream 

elution valve (VElute) is opened and the receiving side is flushed with the NaOH pump 

(PNaOH) to remove all remaining CO2 from the GDC. 4) The sample valve (VSample) is 

opened, and an aliquot of seawater is pulled into the mixing tee. 5) VAcid is opened, and 

acid is again pulled through the system’s sample side, thereby pushing the seawater 

aliquot through the mixing tee and into the GDC. 6) CO2 diffuses across a gas permeable 

membrane within the GDC into a NaOH receiving stream. 7) Acid is flushed through 

the GDC in order to flush out any remaining CO2 from the sample side and stop the 

diffusion. 8) Velute is opened and PNaOH elutes the receiving solution, now loaded with 

CO3
2-, through the C4D. A primary constraint in system design is the 750 µL single 
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stroke volume of the variable volume pump selected for this study, which sets the 

maximum volume of any step in Figure 1.3.  

 
Figure 1.3. Single sequence illustrating the C4D response as a function of time. Step 8, CO3

2--
loaded NaOH elution, is magnified in order to highlight the portion of the routine which is 
analyzed for DIC. 
 

Note two additional salient features in Figure 1.3: 1) a sharp positive upward 

peak immediately precedes NaOH elution in Steps 3 and 8 and 2) the baseline during 

elution (again, Steps 3, 8) is slightly higher than during all other steps. The former effect 

is believed to be the result of the buildup of large pressure gradients at the moment that 
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the pump is actuated which may cause the PEEK tubing to compress or swell, thereby 

changing the various capacitances in Equation 3. The latter is the result of slight 

temperature differences created within the system due to the fact that the reagent bags 

are not temperature-controlled and the C4D itself generates heat. Neither of these effects 

is believed to have any influence on system performance since all analysis uses data 

from Step 8 after the baseline stabilizes.  

Comparison Experiments  

Three experimental parameters—GDC type, diffusion time, and sample 

volume—were varied independently. A total of 1,043 DIC measurements from 109 

unique combinations of GDC type, diffusion time, and sample volume are reported (9-

10 replicates per experiment). With each GDC described in Table 1.1, we independently 

varied the sample volume (Figure 1.3, Step 4, 0-540 μL) and diffusion time, (Figure 1.3, 

Steps 2 and 6, 100-900 s). Seawater was added to the GDC in 15, 30, or 60 μL slugs 

and given the prescribed amount of diffusion time (Table 1.1). For example, an 

experiment using 150 µL seawater with a 500 second diffusion time was performed by 

adding 30 µL acidified seawater and allowing 500 s diffusion (Figure 1.3, Steps 4-6) 

five times before flushing the sample side and eluting the CO3
2--loaded NaOH (Figure 

1.3, Steps 7-8).  In order to determine the system’s span, sample volume, as opposed to 

DIC concentration, is varied as a matter of practicality but the two approaches are 

considered to be equivalent for our purposes. For a nominal seawater DIC concentration 

of 2000 μmol·kg-1 and sample volume of 150 μL, 120-180 μL sample additions, for 
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example, would represent loading of 1600-2400 μmol·kg-1 DIC, thereby providing 

similar information. 

Most experimental runs were terminated upon saturation of the National 

Instruments sbRIO-9642 200 MB memory. As data were recorded constantly 

throughout the runs for quality control and evaluation purposes, experiments with 

longer diffusion times filled the memory capacity after fewer runs. The difference 

between membrane type (material and thickness) utilized in planar vs. cylindrical 

experiments is addressed in the Results and Discussion.  

Figures of Merit 

The analytical signal, peak area or “A,” is the integral of the trough under the 

baseline of the elution curve (Figure 1.3, Step 8); however, for diagnostic purposes, we 

found it useful to record C4D voltage throughout an entire measurement sequence. The 

downward trough in conductivity during elution corresponds to the flushing of 

carbonate with the baseline corresponding to CO3
2--free NaOH. The baseline is 

calculated as the line that fits two points: the averages of first and last 100 points (10 

seconds) in the elution curve. Peak height was found to be less repeatable than the 

integral and therefore is not discussed. We report the relative standard deviation (RSD), 

defined as the standard deviation of repeated elution integrals (sA) divided by their mean 

(Ā) and multiplied by 100%: RSD = sA
A�
∙ 100%. The analysis was performed using 

MATLAB R2014a Student Edition. 
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Results and Discussion 

Figure 1.4 presents results from a typical experiment with a variable sample 

volume (10 replicates per volume increment, 60 measurements total). The standard 

deviation of peak integral replicates for a given set of conditions was determined to be 

consistent across all conditions (sA ≈ 0.01 V·sec, n = 10)—that is, independent of GDC 

type, diffusion time, or sample volume (or, equivalently, DIC concentration). sA 

therefore largely represents indeterminate errors associated with detector baseline noise. 

Consequently, we fine-tuned the measurement RSD by adjusting peak integral and GDC 

geometry. Experiments initially increased sample volume in 15 µL steps, but it was 

eventually determined that most experiments were far from approaching signal 

saturation. A primary goal of this work was to determine the conditions required to 

saturate the signal; later experiments utilized 30 or 60 µL increments in sample volume 

additions.  
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Figure 1.4. Results of elution sequences, shown as each elution curve’s baseline minus trough, 
for sample volumes ranging from 0-300 μL in 60 μL increments. This particular set of 
experiments utilized the C1 GDC and 900 s diffusion.  
 

Integrating under the peaks for ten replicates each of 109 unique combinations 

of GDC, diffusion time, and sample volume shows several clear patterns (Figure 1.5). 

1) Increasing sample volume linearly increases the integrated signal below 250 µL 

sample volume for all GDC types and diffusion times. At volumes greater than 250 µL, 

the integrated signal for C1 begins to saturate around 22 V⋅sec. This apparent signal 

saturation is a result of the replacement CO3
2- with HCO3

-, which has a limiting 

conductivity closer to that of OH-. 2) For a given volume, changing the GDC type has 

the largest influence. The long cylindrical GDC, which has the greatest surface area to 

volume aspect ratios (Table 1.1), vastly outperforms the other GDCs in terms of 

sensitivity. 3) Lastly, increasing diffusion time also increases signal strength and 
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therefore improves RSD. However, the effect of diffusion time over the range tested is 

not as significant as that of geometry, demonstrated by the clustering of results in Figure 

1.6 by GDC type, not diffusion time. On the other hand, given sufficient time, all points 

in Figure 1.5 should approach the upper curve, representing near quantitative, ≈ 100%, 

extraction of CO2 from the acidified sample into the NaOH receiving solution.  

 
Figure 1.5. Peak integrals, A (mean ± 1 s.d.; n = 10), vs. sample volume for 14 unique GDC 
and diffusion time experiments. Table 1.1 describes the experimental parameters listed in the 
legend (legend reads: diffusion time/GDC design).  
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Figure 1.6. RSD plotted as a function of sample volume with scale break at RSD = 0.5% to 
highlight the best performance. Legend as in Figure 1.5. 
 

The experiments reported here were designed to optimize the sample RSD of 

DIC measurements in order to achieve measurement precision of use to oceanographers 

(i.e., < 0.5% RSD, or ≈ 10 µmol·kg-1 (Newton et al., 2014)). Figure 1.6 shows RSD for 

all 109 combinations of GDC type, sample volume, and diffusion time. These results 

clearly demonstrate the superior performance of the C1 GDC across all volumes and 

diffusion times.  

Conclusions 

Microfluidic gas diffusion cells were evaluated in order to compare and contrast 

the effects of GDC geometry, sample volume, and diffusion time on DIC analysis. 109 

unique combinations were tested to optimize the system precision, reported here as 

relative standard deviation. There are several ways to improve the RSD, namely, 

increasing A (peak size) or decreasing sA (i.e., improving repeatability of peak size). 

From the results described here, we conclude that the former is more complicated as it 
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depends on the detector signal to noise ratio and pump repeatability, both of which are 

already quite good and seemingly difficult to improve upon. Increasing the peak size, 

however, can be done in a variety of different ways, most easily by optimizing the GDC 

geometry. Increasing diffusion time and total sample volume are also viable alternatives 

but are not necessarily as desirable when time and volume constraints exist, as is the 

case for many applications. We hypothesize that a poor GDC aspect ratio (reflecting a 

large depth to diffusion layer ratio) hinders the diffusion process in a stopped flow 

system such as the one used in this study, resulting in a non-quantitative transfer of DIC 

as CO2 between sample and receiving solution over practical timescales. Non-

quantitative transfer compromises RSD and, especially, accuracy due to system memory 

or lag effects resulting from residual CO2 remaining in the GDC in between samples.  

In addition to the five GDCs evaluated in this study, seven other planar and 

cylindrical GDCs were constructed but never functioned properly. Typical assembly 

issues included liquid leaking out of the channels and/or air bubbles leaking into the 

channels, both leading to system failure. Failed designs included a cylindrical GDC 

using Bev-A-Line tubing as the outer tubing and HPLC T-fittings to create the 

inlet/outlet junctions as well as several planar milled PMMA (poly(methyl 

methacrylate), Figure 2.3) GDCs with through-hole fasteners. Problems with the planar 

cells likely resulted from uneven sealing surfaces or inconsistent compression across 

the sealing surface. Even the slightest defect in fabricating the planar sealing surface 

can result in a failed design and this problem is only compounded by efforts to reduce 

volume/increase aspect ratio as shallow channels cause large pressure drops during 
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pumping and are easily clogged by the membrane itself. Cylindrical manifolds, however, 

typically only leaked at the inlet and outlet ports, suggesting that cylindrical GDCs are 

robust when care is taken to ensure that threaded ports are properly fabricated and 

polished. While membrane type and thickness were not explicitly controlled in these 

experiments, the C2 GDC (which utilized silicone tubing) had similar aspect ratios to 

the planar GDCs (all of which utilized PTFE membranes). As the C2 GDC performed 

similarly to the planar GDCs in terms of RSD, we are confident that geometry plays a 

more significant role than the difference between these two membranes. 

The 3-D printed parts described here did not fully utilize the unique advantages 

of 3-D printing over standard machining capabilities (e.g., larger internal cavities than 

the through-holes to those cavities, internal meanders, etc.); however, the speed at which 

parts could be conceived and tested made 3-D printing a desirable approach. For 

example, machining a GDC like the long cylindrical cell would have been challenging 

due to the long (166 mm) but narrow (ID = 1.6 mm) channel. Incorporating additional 

features such as integrated static mixers will be straightforward with rapidly improving 

3-D printing technology.  

Cylindrical diffusion cells offer several notable advantages over their planar 

counterparts, including relative ease of sealing to prevent leakage, a high contact surface 

area/high surface area to volume aspect ratio, and complete enclosure of diffusion 

membrane. The analysis presented here will aid in the design and fabrication of 

diffusion cells for dissolved inorganic carbon analyzers and can likely be extended to 

other systems wherein gas diffusion is integral. 
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CHAPTER 2: DEVELOPMENT OF A MICRO-ROSETTE FOR IN SITU 

MEASUREMENT OF DISSOLVED INORGANIC CARBON ON PROFILING 

FLOATS 

Abstract 

We have constructed a multi-sampler instrument, named “Micro-Rosette,” 

capable of collecting and storing microfluidic seawater samples and analyzing dissolved 

inorganic carbon (DIC) content. The Micro-Rosette is intended exclusively for use on 

autonomous profiling floats such as those in the Argo Program. The proof-of-concept 

for this device is presented here through a series of tests including benchtop, test tank, 

and work at-sea. The initial design captures sixteen 100 µL seawater samples for 

subsequent analysis. A 16 channel profile/analysis cycle requires 28 mL H3PO4, 19 mL 

NaOH, and 60 kJ of power. Internal volume (driving the reagent volume requirement) 

was scaled for a capacity of 100 total profiles, corresponding to about three years of 

operation on-board a profiling float operating at ten day profile intervals. In addition to 

the proof-of-concept, we lay out a path for integrating a prototype Micro-Rosette into a 

profiling float. 

Introduction 

The rate of anthropogenic carbon dioxide release to the atmosphere is well 

understood (IPCC, 2013), but natural carbon fluxes and human perturbations to oceanic 

processes need to be better constrained. For example, the ocean’s CO2 yearly uptake 

rate estimates have error bars of 20-50% (Takahashi et al., 2009; Ciais et al., 2013) and 
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the sign (let alone magnitude) of open ocean net community productivity is disputed 

(Ducklow and Doney, 2013; Williams et al., 2013; Duarte et al., 2013). The ocean is a 

substantial sink of anthropogenic carbon dioxide; constraining ocean carbon cycles is a 

critical component of observing and predicting global change. 

While measurement inaccuracy contributes to these uncertainties (Bockmon and 

Dickson, 2015), the greater factor is the ocean’s spatiotemporal heterogeneity and sheer 

size. Even with the advent of highly accurate analytical techniques for marine inorganic 

carbon parameters (Dickson et al., 2007), existing datasets are severely limited by the 

ocean’s breadth. Inorganic carbon measurements typically come from (1) repeat 

hydrography cruises which repeat transects approximately once per decade (Feely et al., 

2014), (2) ocean time-series sites, such as the Hawaii Ocean Time-series (HOT) and 

Bermuda Atlantic Time-series Study (BATS), which provide long and well-maintained 

time-series but no spatial resolution (Bates et al., 2014; Church et al., 2013), and (3) 

volunteer observing ships (VOSs) which cover vast spatial scales along shipping routes 

but provide poor temporal resolution (e.g., Takahashi et al. (2009)).  

Autonomous profiling floats offer a unique opportunity to capture ocean 

dynamics at significantly higher spatiotemporal resolution. Specifically, the 

international Argo Program (http://www.argo.ucsd.edu)—a fleet of > 3,500 Lagrangian 

floats which profile the upper 2,000 m and report near real-time temperature, salinity, 

and depth data (Roemmich et al., 2009)—provides an ideal platform to drastically 

improve spatiotemporal resolution of ocean biogeochemical data. Several 

biogeochemical sensors have been evaluated for use on profiling floats, with oxygen, 

http://www.argo.ucsd.edu/
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nitrate, and optical sensors receiving the most attention to date (Johnson et al., 2009; 

Gruber et al., 2007; Tengberg et al., 2006; Johnson and Coletti, 2002; Bishop et al., 

2002; Bishop et al., 2004). pH and pCO2 sensors designed for use on profiling floats are 

also under development, but not yet widely implemented (Johnson et al., 2013; Fiedler 

et al., 2013; Fietzek et al., 2014).  

Beyond the spatiotemporal coverage made possible through the Argo Program, 

the float cycle lends itself well to the analysis of any parameter that requires a finite 

analysis time due to a rate-limited chemical reaction or diffusion step. The measurement 

of Dissolved Inorganic Carbon, or DIC (DIC = [CO2] + [H2CO3] + [HCO3
-] + [CO3

2-]) 

is a prime example of a chemical measurement that would be extremely challenging to 

carry out at low power at the nominal ~1 Hz required by a moving platform. The 

incorporation of other wet chemical analyzers on-board profiling floats has proven 

difficult due to inherent time, volume, and power constraints. Mooring-based DIC 

analyzers require minutes to a full hour and consume 2-20 mL of reagent to analyze a 

single sample (Fassbender et al., 2015; Wang et al., 2015; Liu et al., 2013; Sayles and 

Eck, 2009). Bandstra et al. (2006) report a comparatively fast-response (6 s e-folding 

time) underway DIC analyzer but, due to its high sample and carrier gas flow rates (20 

and 900 mL·min-1, respectively), this technology is not well-suited for adaptation to 

profiling floats. In general, slowly-responding and reagent-volume-intensive systems 

do not lend themselves well to mobile platforms. The Micro-Rosette overcomes these 

two challenges by 1) implementing a true microfluidic sample volume (~100 μL), 

thereby reducing overall reagent volume and 2) capturing discrete samples in situ during 
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the profiling float’s ascent and analyzing them ex situ during the float’s park cycle, 

circumventing all issues associated with response time. Critical to the Micro-Rosette 

concept is the fact that Argo floats remain at their park depth for over one week. The 

time-intensive and temperature sensitive chemical analysis step of our proposed 

measurement takes advantage of this prolonged period of mechanical inactivity and 

thermal stability.  

Operating Principles 

The Micro-Rosette has three main states, each corresponding to a particular 

portion of the profiling float cycle: 1) idle/pressure equilibration (during descent), 2) 

seawater collection (during ascent), and 3) DIC analysis (at park depth). Note that since 

seawater samples from a given ascent are not analyzed until the float returns to park 

depth, the Micro-Rosette data transmitted from the surface will be a full cycle behind 

other sensors onboard the float.  

State 1, pressure equilibration, simply opens multiple valves every ten seconds 

in order to expose the entire system to ambient pressure and therefore relieve pressure 

gradients inside the Micro-Rosette.  

During State 2, the float’s ascent from 2,000 m to the surface at approximately 

10 cm⋅s-1, the Micro-Rosette receives the profiling float’s pressure signal. Upon passing 

prescribed thresholds, a given valve within the valve manifold (described below) is 

opened and the seawater pump actuated in order to aspirate a 100 µL seawater sample. 

The valve is closed once the sample is fully aspirated and the sample pump is primed in 

preparation for the subsequent sample. This process is repeated for each cell within the 
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valve manifold (n = 16). Samples are aspirated at 5 µL⋅s-1, corresponding to ~2 m 

vertical resolution for nominal profiling float ascent rates (0.1 m/s). The configuration 

tested in this work stores unaltered seawater samples. However, as discussed below, the 

next-generation Micro-Rosette will acidify samples immediately upon collection. A 

valve manifold is being developed for pre-storage acidification and will be described 

briefly in the Conclusion. 

State 3, DIC analysis, occurs at the float’s park depth (i.e., on an isopycnal) and 

follows the methodology of Hall and Aller (1992) and Sayles and Eck (2009). Analysis 

can be further broken down into three main steps: 1) acidification of the seawater sample 

to convert all inorganic carbon species to CO2, 2) extraction of the CO2 from the sample 

to a dilute sodium hydroxide receiving medium, and 3) detection of the extracted CO2 

in the receiving medium. CO2 extraction from the seawater sample can be performed in 

a variety of ways, depending primarily on the detection scheme. The most commonly 

used form is a liquid-to-gas CO2 extraction, wherein CO2 is stripped from an acidified 

liquid sample by a nitrogen gas stream which carries the CO2 to an infrared gas analyzer 

(Goyet and Snover, 1993; O'Sullivan and Millero, 1998). Alternatively, liquid-to-liquid 

extraction of CO2 may be accomplished using a gas diffusion cell (GDC) (Wang et al., 

2015; Liu et al., 2013; Sayles and Eck, 2009; Hall and Aller, 1992; Martinotti et al., 

2012); this methodology is examined in detail in Chapter 1 (Bresnahan and Martz, 

(submitted)) and utilized in this work. 

Here we describe the mechanical, electrical, and analytical chemical design 

criteria for the Micro-Rosette. We compare multiple detectors for use in the prototype 
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and evaluate it through a series of laboratory, test tank, and shipboard deployments. 

Finally, we discuss remaining modifications necessary to realize successful operation 

of a Micro-Rosette on a profiling float.  

Methods 

Reagents 

Reagents include 24 mM H3PO4 (Mallinckrodt Chemicals 2796-05, Lot J02A06), 

7 mM NaOH (Fisher Scientific S318-500, Lot 125708), and Certified Reference 

Material (CRM) Batch 135 or 139, as noted for each experiment (certified DIC = 

2036.96 µmol⋅kg-1 or 2023.23 µmol⋅kg-1, respectively) obtained from Andrew 

Dickson’s laboratory at Scripps Institution of Oceanography 

(http://cdiac.esd.ornl.gov/oceans/Dickson_CRM/batches.html). Each is stored in a 3 L 

Scholle DuraShield bag. NaHCO3 (Fisher Scientific S233-500, Lot 086683) and KCl 

(Fisher Scientific P217-500, Lot 111342) are also used. 44.2 mM NaHCO3 is used to 

spike sample solutions, as described below, in order to test the Micro-Rosette’s response 

over a range of sample DIC. KCl solutions ranging from 3.5-20.9 M (0.5-3.0 

mS⋅m2⋅mol-1 at 298 K (Atkins and De Paula, 2006)) were utilized to evaluate 

conductivity detectors without running the entire DIC analysis routine. 

For bench-top testing, reagents are held 1 m above the Micro-Rosette in order to 

ensure that the syringe pumps are never pulling against a substantial pressure gradient. 

During oceanographic deployments, reagent bags were housed in a flooded 15 L plastic 

storage container which was fastened to the ship’s rosette frame as described below.  

http://cdiac.esd.ornl.gov/oceans/Dickson_CRM/batches.html
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Micro-Rosette Assembly 

The Micro-Rosette components were assembled into test housings for proof-of-

concept. The proof-of-concept setup comprises main housings (Figure 2.1): an 

electronics housing (Figure 2.1b) and a fluidics housing (Figure 2.1c)—connected by 

six underwater communication and power cables. The principal rationale for utilizing 

two separate housings for proof-of-concept is that the components within the fluidics 

housing must be held at ambient pressure in order to avoid creating significant, and 

likely damaging, pressure gradients across the fluidic circuitry while, contrarily, the 

components inside the electronics housing, such as the microcontroller, cannot be 

pressurized. All experiments reported here utilize the bulkier proof-of-concept Micro-

Rosette. However, as discussed in the Conclusions, a functional profiling float Micro-

Rosette requires repackaging these systems into one or two smaller housings (~ 1-2 L), 

mated to a float.  

The fluidics housing is a 60×31×16.95 cm3 (31.5 L) aluminum box, filled with 

silicone oil and connected to an external oil-filled bladder (Xiameter PMX 200 Silicone 

Fluid, 20 cS) for pressure compensation. The fluidics housing contains all fluidic 

components required for DIC collection, storage, and analysis: pumps, valves, valve 

manifold, gas diffusion cell, and conductivity detector. The valve manifold, gas 

diffusion cell, and conductivity detector are described in detail in the following 

subsections. Reagents are connected to the fluidics housing via feed-through adapters 

(IDEX P/N U-500) built into the fluidics housing walls. 
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The electronics housing, conversely, is a thick aluminum cylindrical pressure 

housing, held at atmospheric pressure. It contains a 36 V battery pack, microcontroller 

(a National Instruments sbRIO 9642), the three DC-to-DC power converters required to 

modulate voltage inputs to the various electronic and fluidic components. The National 

Instruments sbRIO (single-board Reconfigurable Input/Output) operates LabVIEW 

software and is used to control all microfluidic components. Two-way communication 

between the sbRIO and PC was maintained at all times. During a shipboard hydrocast, 

the Micro-Rosette communicated with the ship’s SBE 911plus with which we had 

constant contact via a PC on deck; during all bench-top and test tank experiments, the 

Micro-Rosette communicated directly with a PC. 
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Figure 2.1. (a) Block diagram of prototype Micro-Rosette, (b) electronics, and (c) fluidics 
housings. In (a), solid and dashed lines denote fluid flow and electrical signals, respectively. PC 
and SBE 11plus are always in air; fluidics and electronics housings are submerged during test 
tank and ocean tests. Electronics housing (b) includes: 36 V battery pack (not shown), 
microcontroller (sbRIO), and 24 V, 12 V, and ±12 V DC-to-DC power converters (DCC, on 
back side of electronics housing). The fluidics housing (c) encloses the valve manifold (VM), 
static mixing tee (SMT), gas diffusion cell (GDC), pumps (PSample and PNaOH), additional 
solenoid valves (VAcid, VEject, VLoad, and VElute), static mixing tee (SMT), gas diffusion cell 
(GDC), and capacitively coupled contactless conductivity detector (C4D). The valve manifold 
contains the sixteen sample valves (V0-V15) as well as two additional valves for incorporation 
of onboard standards (Vstd1, Vstd2). Valves are not labeled in (c) to improve clarity. 
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Valve Manifold 

As the Micro-Rosette ascends through the water column, sixteen discrete 

samples are collected into the valve manifold (Figure 2.2) at prescribed depths. Seawater 

is pulled through a common inlet, then through a specified channel by a 750 μL stepper 

motor-controlled syringe pump (The Lee Co., P/N LPVX0524750B). Channels are 

selected by opening the solenoid valve (The Lee Co., P/N LFNX0500800B) 

corresponding to the given channel. The syringe pumps and valves were modified by 

the manufacturer by drilling a hole through their housings such that the otherwise air-

filled cavities are filled with silicone oil for pressure compensation. After filling 

channels and returning to park depth, the analysis routine begins and each sample is 

analyzed by sequentially selecting each of the sixteen channels. In addition to the sixteen 

seawater samples, the valve manifold has two additional inlets for reference seawater-

based calibrations. These reference inlets and corresponding valves are not utilized 

during the ascent/fill routine—only during analysis. 
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Figure 2.2. Valve manifold. Each valve corresponds to a 100 μL storage cell. 
 

Gas Diffusion Cell 

Gas diffusion cells (GDCs) are discussed in depth in Chapter 1; here we use the 

so-called C1 GDC (Figure 2.3), a cylindrical design with a 0.063” ID and a gas diffusion 

membrane of 0.025” ID x 0.047” OD Saint-Gobain Standard Bio-Sil tubing. The sample 

side volume is 150 μL; receiving side volume is 50 μL. In the liquid-to-liquid extraction 

technique described here, CO2 diffuses across a gas permeable membrane into a 

receiving solution of NaOH. CO2 reacts with OH- to form predominantly CO3
2- ion: 

CO2 + 2OH− ↔ H2O + CO3
2− (1). 

The limiting conductivity of hydroxide ion is 199.1 S⋅cm2⋅equiv-1 vs.  

69.3 S⋅cm2⋅equiv-1 for carbonate (at 25 °C) (Robinson and Stokes, 1959).  
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Figure 2.3. Cylindrical GDC. ¼-28 inlet and outlet ports were machined or printed into the 
manifolds for connections to PEEK tubing. Schematic is cut and magnified to show inner cavity 
and membrane. 
 

Capacitively Coupled Contactless Conductivity Detector (C4D) 

The change in conductivity is measured with a capacitively coupled contactless 

conductivity detector (C4D), the theory of which is described in Chapter 1 and Francisco 

and do Lago (2009); Guijt et al. (2004); Kuban and Hauser (2008), and references 

therein. Several C4Ds (“SIO1,” “ER125/ET125,” and “ET127”) were tested for use in 

the Micro-Rosette and are briefly described here. All detectors consist of the following 

components: excitation electronics, detector electronics, the conducting electrodes, and 

the insulator material. All C4D results were collected by passing the solution through 

1/16” OD, 0.03” ID PEEK tubing with the tubing wall serving as the insulator. While 

the proof-of-concept Micro-Rosette has 1 detection channel for n sample channels, the 

prototype Micro-Rosette will use a multiplexed design with n unique detection channels, 

to be discussed in the Conclusions. 
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C4D Impedance Spectroscopy 

Impedance spectroscopy refers to the evaluation of a detector over a range or 

spectrum of input conditions in order to determine the system’s total impedance, Z (e.g., 

sweeping over a range of excitation frequencies and peak-to-peak voltages as well as 

solution conductivities):  

𝑍𝑍 =  ��
1

2π𝑓𝑓cw1
+ RNaOH +

1
2π𝑓𝑓cw2

�
−1

+ 2π𝑓𝑓cs�
−1

 
(2), 

where 𝑓𝑓 is frequency of an alternating current (AC) drive signal, cw1, cw2, and cs are wall 

1, wall 2, and stray capacitance, and RNaOH is the resistance of the receiving solution 

(i.e., NaOH, H2O, CO3
2-, and HCO3

-). Wall capacitances refer to the insulating layer of 

the capillary tubing; stray capacitance depends on the medium (silicone oil in this study) 

occupying the void space in between the ring electrodes and the outer wall of the tubing. 

The first C4D system tested was built in-house and is referred to as SIO1. This 

device consists of an excitation board (EXB) utilizing direct digital synthesis (DDS) 

technology to generate programmable 1-10,000 kHz sine waves (SIO1 did not have the 

ability to tune peak-to-peak voltage; Vpp = 1 V). The sine wave was passed to a 

drive/pickup board (DPB) where it was fed through a multiplexer to a selected channel, 

based on the water sample being analyzed. This signal then traveled to the drive 

electrode, through the insulator, analyte, and back through the insulator to the pickup 

electrode, and ultimately back to the DPB. The received sinusoidal current was 

converted to a D/C voltage on the DPB and recorded by the sbRIO’s analog input 

channel. The components of both the EXB and DPB were chosen in close consultation 
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with UCSD’s Physics Shop, programmed and evaluated at Scripps, and laid out onto 

printed circuit boards (PCBs) by the Physics Shop. The drive and pickup electrodes 

were 5 mm long 1/16” ID copper tubing (McMaster-Carr P/N 8967K86) positioned 3 

mm apart, surrounding the 1/16” OD PEEK tubing used to carry the analyte. While SIO1 

was designed with sixteen parallel excitation/pickup channel pairs, results using only 

channel 1 are discussed. 

Two additional C4D designs were evaluated, both manufactured by eDAQ Pty., 

Ltd. The first, a combination bench-top detector (ER125) and headstage designed to 

accommodate 1/16” OD PEEK tubing (ET125) was programmable over a range of 

excitation frequencies (50-1,200 kHz) and peak-to-peak voltages (3-100 Vpp). The tests 

performed with SIO1 (i.e., C4D measurements on KCl solutions ranging from 3.5-20.9 

M) were repeated over the ER125/ET125 combination’s full frequency and full voltage 

ranges. The second eDAQ C4D (ET127) was custom-designed to meet our 

specifications: a dynamic range determined by a maximum conductivity of 7 mM NaOH 

over a range of temperatures, sufficient sensitivity to detect 0.1% differences in typical 

seawater DIC values, and pressure tolerance to > 2000 dbar. This system is now 

described at 

http://wiki.edaq.com/index.php/Measuring_Total_Dissolved_Inorganic_Carbon_of_Se

awater_using_Flow_Injection_Analysis_and_C4D. It utilizes a 220 kHz excitation 

signal in all experiments here, although frequency can be tuned from 20-700 kHz with 

a set of jumpers on the printed circuit board or an analog voltage input. Peak-to-peak 

excitation voltage is 5 V; the detector side gain can be amplified with a programmable 

http://wiki.edaq.com/index.php/Measuring_Total_Dissolved_Inorganic_Carbon_of_Seawater_using_Flow_Injection_Analysis_and_C4D
http://wiki.edaq.com/index.php/Measuring_Total_Dissolved_Inorganic_Carbon_of_Seawater_using_Flow_Injection_Analysis_and_C4D
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gain amplifier (PGA) to 1x, 10x, or 100x, but only 1x is used here. The ET127 was 

pressure-tested (unpowered) to 2000 dbar in the Scripps Hydraulics Laboratory’s 

pressure chamber. Its electronic performance was reassessed upon incorporation in the 

Micro-Rosette assembly to demonstrate its pressure tolerance.  

Unless otherwise noted, all conductivity analyses were performed using the 

custom eDAQ C4D for reasons described below. C4D voltages are recorded at 10 Hz. 

Each recorded data point is an average of 1,000 samples, sampled at the sbRIO analog-

to-digital converter’s (ADC’s) maximum frequency of 100 kHz.  

DIC Analysis Evaluation Procedure 

Utilizing the ET127 for all subsequent experiments, we describe the 

measurement of seawater DIC. The basic procedure follows Chapter 1 (Bresnahan and 

Martz, (submitted)), with several modifications. Chapter 1 describes single-cell 

measurements, whereas we evaluate use of the full sixteen valve manifold within the 

Micro-Rosette assembly here. All experiments here involve filling the full valve 

manifold prior to beginning analysis in order to mimic the procedure that was 

implemented during the shipboard hydrocast and will be implemented during 

deployments onboard profiling floats. After the valve manifold is filled, the analysis 

cycle begins.  

A single measurement cycle consists of the following steps, similar to Chapter 

1. Step 1 is unique to the full Micro-Rosette analysis procedure: 1) the valve 

corresponding to the cell to be analyzed (one of V0-V15) is opened and the sample pump 

(Psample) is used to prime the tubing between the valve manifold and static mixing tee 
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with 84 µL sample. 2) The acid valve (VAcid) is opened, and Psample is used to flush 600 

µL acid through the sample side of the system to remove residual CO2 from previous 

runs. 3) 900 s diffusion time is given to allow the residual CO2 to diffuse into the 

receiving stream. 4) The receiving stream elution valve (VElute) is opened and the 

receiving side is flushed with 600 µL NaOH (using PNaOH) to remove all remaining CO2 

from the GDC. 5) The sample valve (same valve from V0-V15 as Step 1) is opened, and 

a 75 µL aliquot of seawater is pulled into the static mixing tee. 6) VAcid is opened, and 

450 µL acid is pulled through the system’s sample side, pushing the seawater aliquot 

through the SMT and loading it into the GDC. 7) CO2 diffuses across a gas permeable 

membrane within the GDC into a receiving stream for 900 s. 8) 600 µL acid is flushed 

through the GDC in order to flush out any remaining CO2 from the sample side and stop 

the diffusion. 9) PNaOH and Velute are used to elute the receiving stream (600 µL) through 

a conductivity detector. This process is repeated for each sample valve in the valve 

manifold. Each full run through the valve manifold lasts approximately twenty hours. 

The single-cell DIC measurements described in Chapter 1 and impedance spectroscopy 

experiments described here consumed the majority of evaluation time; the following 

proof-of-concept bench-top and test tank experiments were performed in the eight 

weeks prior to the at-sea tests. Additional laboratory testing will be necessary to fully 

characterize the system, as discussed in the Conclusions. 
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Proof-of-Concept Experiments 

Bench-Top 

The GDC and C4D were submerged in silicone oil in a jacketed beaker for 

temperature control by a recirculating water bath (Neslab RTE 7). The temperature of 

the oil bath was held at 20±0.05 °C (maximum range over multi-day experiments), 

which eliminated temperature-dependent diffusion and conductivity artifacts. All 

experiments flush the valve manifold cells with 750 µL sample—far in excess of the 

entire calculated internal volume of a single path through a single cell (100 µL cell 

volume + 100 µL inlet tubing volume)—in order to minimize contamination from prior 

samples in a given cell.  

In bench-top experiments, we test the instrument’s span, or response over a 

range of DIC, by spiking the inlet seawater with 750 µL aliquots of 44.2 mM NaHCO3 

after a specified number runs (either every other or every fourth run, as described in 

Results and Discussion). Seawater and NaHCO3 volumes were chosen to increase DIC 

from the CRM’s certified value of 2036.96 to approximately 2500 µmol⋅kg-1. In a final 

bench-top evaluation, we spike the seawater progressively with volumes of NaHCO3 

such that the seawater’s calculated DIC covers the range expected for the oceanographic 

deployment to 500 m (described below; data from Takeshita et al. (2015)).  

Test Tank 

We next evaluate the Micro-Rosette’s performance in a 6000 L tank of seawater 

that had been previously filtered and then sterilized by ozonation. Importantly, whereas 

the GDC and C4D were previously temperature-controlled in a jacketed beaker during 
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bench-top tests, during the following experiments, they are contained in the oil-filled 

fluidics housing, now subject to natural temperature variability. Due to the large mass 

of water in the test tank, temperature variability during these experiments is determined 

to be low: < 0.2 °C range during each twenty hour experiment. In the first test tank 

experiment, no modifications were made to seawater chemistry. In a second experiment, 

approximately 7 g dry ice (CO2(s)) was added to the tank after each of samples 0-12 was 

collected by the Micro-Rosette. Dry ice was added during the valve manifold filling 

routine. After each dry ice addition, the Micro-Rosette was idle for twelve minutes to 

allow the tank to mix. Discrete samples were collected during both experiments and 

analyzed on a custom NDIR-based DIC analyzer (O'Sullivan and Millero, 1998), 

calibrated with CRM Batch 139. The bench-top analyzer’s precision has been 

determined to be ±3.5 μmol·kg-1 (standard deviation of replicates).  

 
Figure 2.4. Micro-Rosette fastened to bottom of R/V Sproul’s rosette frame, along with 16 
Niskin bottles. 
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At-Sea 

The final experiment was a shipboard hydrocast to 500 m. The Micro-Rosette 

was fastened to the ship’s rosette frame (Figure 2.4). The Micro-Rosette communicated 

with the ship’s CTD (SBE 9plus), which was also fastened to the rosette frame, via serial 

commands and responses, allowing an operator on the ship to trigger the filling of 

individual Micro-Rosette cells at depths of interest during a roughly two hour profile 

from 500 m to the surface. Sixteen Niskin bottles were closed at the same depths where 

Micro-Rosette cells were filled for subsequent comparison. This experiment was 

designed to come as close as feasible to mimicking a profiling float’s routine; however, 

the rosette stopped at each collection depth for the full time of collection and the Micro-

Rosette analysis procedure was performed (unattended) on the ship’s deck following 

the collection profile, not at a “park depth” as would be the case during a float 

deployment.  

Criteria and Figures of Merit 

Ultimately, the main evaluation criteria are repeatability of DIC measurements 

and the ability to characterize the instrument’s response across a range of physical 

conditions (e.g., temperature and depth) and the full range of seawater DIC. Additional 

criteria pertaining to individual components within the system are described as well.  

As in Chapter 1, the analytical signal which quantifies DIC is the integral, or peak area 

(A), of the trough under the baseline of the elution curve (Step 9 of DIC Analysis 

Evaluation Procedure). The downward trough in conductivity during elution 

corresponds to the flushing of carbonate with the baseline corresponding to CO3
2--free 



57 
 

 
 

NaOH. The baseline is calculated as the line that fits two points: the averages of first 

and last 100 points (10 seconds each) in the elution curve. Where replicates were 

analyzed, we also report the relative standard deviation (RSDA), defined as the standard 

deviation of repeated elution integrals (sA) divided by their mean (Ā) and multiplied by 

100%:  

RSDA =
sA
Ā
∙ 100% (3). 

In order to expedite characterization of the C4D signal, a series of measurements 

was made on KCl solutions spanning the expected range of NaOH conductivities 

encountered during DIC analysis. The advantage of this approach is that it allows a 

thorough and much more rapid evaluation of the performance limits of the detector 

without the need to carry out DIC measurements which require many additional steps 

such as long equilibration time. After measuring the conductivity of a series of KCl 

solutions, the detector response is converted into a %RSDC4D in terms of DIC as follows: 

%RSDC4D = sVC4D ∙
∆κ

∆VC4D
∙
∆DIC
∆κ

∙
100%

2000 µmol · kg−1
 

(4), 

where κ is conductivity and ∆κ
∆VC4D

 is calculated as the slope of solution conductivity vs. 

C4D voltage in the neighborhood of 0.7 mS·cm-1, the conductivity expected for a 3:1 

ratio of seawater to NaOH receiving solution volumes at nominal seawater DIC (2000 

μmol· kg-1) and 20 °C. ∆DIC
∆κ

 is calculated with the conductivity model described by 

Sayles and Eck (2009). ∆DIC
∆κ

= 7150 µmol·kg−1

mS·cm−1 , again at nominal seawater DIC, and is 

defined as a constant for these calculations. This methodology implicitly takes into 
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account the detector’s dynamic range at the conductivity of interest; a simple ratio of 

standard deviation of the electrical signal to its mean would not. All analysis was 

performed using MATLAB R2014a Student Edition for this proof-of-concept. The 

prototype Micro-Rosette will perform on-board analysis. 

Results and Discussion 

C4D Impedance Spectroscopy Results 

 
Figure 2.5. (a) SIO1 detector signal across a range of excitation frequencies (103-107 Hz) and 
conductivity (0-3 mS⋅cm-1). Color illustrates C4D signal and corresponds to C4D signal range as 
seen in z-axis. (b) Same, on two-dimensional plot with error bars (±1s.d.) and color in legend 
representing conductivity (mS·cm-1).  
 

We first evaluate the use of SIO1 using impedance spectroscopy (Figure 2.5). 

The detector’s dynamic range increases substantially at excitation frequencies between 

1-3 MHz. This feature is apparent in the increased slope of detector response vs. 

conductivity at a constant frequency in Figure 2.5a and in the greater range of detector 

response at constant frequency in Figure 2.5b. The greatest dynamic range, 33.8 mV is 

found at 1.8 MHz. Detector noise (sVC4D = 0.7 mV) is consistent across all 

frequency/conductivity conditions, resulting in RSD = 21%, following Equation 5—

roughly two full orders of magnitude worse than necessary for this application.  
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Results from the ER125 impedance spectroscopy tests are presented in Figure 

2.6 and Table 2. Excitation frequencies as low as 50 kHz were used but resulted in very 

high %RSDC4D values; therefore, results at frequencies below 500 kHz are not shown 

in Table 2, which shows the %RSDC4D across excitation voltage at the higher end of the 

excitation frequency range. Generally, as both frequency and voltage increase, 

the %RSDC4D improves; however, at the highest voltages/frequency combinations, the 

C4D signal saturates, reducing the detector response’s linearity and deteriorating 

the %RSDC4D.  

Table 2.1. Theoretical %RSDC4D, calculated using Equation 5, as a function of excitation 
frequency and peak-to-peak voltage (Vpp). 

 

Frequency and voltage sweeping with SIO1 and ER125/ET125 systems 

informed the design of the custom ET127. Factory settings (220 kHz, 5 V peak-to-peak 

excitation) were never altered and the ET127 performed at better than 0.1% RSDC4D 

across a range of solution conductivity upon arrival (results not shown). Due to the 

superiority of the ET127, the SIO1 and ER125/ET125 were retired and all following 

DIC analyses were carried out with the ET127. The ET127 functioned as expected after 

submersion to 2000 dbar in the Hydraulics Laboratory pressure chamber, although a 

560 636 722 820 931 1057 1200
3 71.72% 27.74% 15.53% 10.04% 6.99% 6.14% 5.03%
5 18.79% 9.52% 5.35% 3.93% 3.03% 2.31% 1.89%
7 7.77% 5.10% 3.34% 2.46% 2.04% 1.41% 1.26%

11 4.50% 2.63% 1.92% 1.25% 0.95% 0.83% 0.74%
17 2.61% 1.62% 1.10% 0.80% 0.62% 0.53% 0.48%
27 1.62% 0.79% 0.68% 0.50% 0.38% 0.52% 1.04%
42 2.77% 0.54% 0.41% 0.24% 0.19% 0.17% 0.12%
65 0.52% 0.42% 0.30% 0.24% 0.16% 0.14% 0.15%

100 0.47% 0.43% 0.30% 0.31% 0.32% 0.55% 1.00%

V
pp

 (V
)

Frequency (kHz)
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thorough characterization of the pressure dependence of the signal has not been carried 

out. 

Bench-Top Results 

Single-cell (i.e., no valve manifold) DIC measurements using the optimized C4D 

are described in depth in Chapter 1 (Bresnahan and Martz, (submitted)). Here we 

evaluate the performance of the fully assembled Micro-Rosette. Initial testing assessed 

the Micro-Rosette’s span by spiking the sample solution with NaHCO3 (Figure 2.7). 

The sample solution’s DIC was increased after every-other valve manifold cell was 

filled (Figure 2.7a). Results indicate that programming and fluidic configuration used 

in this test captures the increasing DIC, but with a lagging response due to sample carry-

over. This lag is evident in that the peak integrals do not exactly track the step changes 

in DIC but instead ramp up more slowly. In order to more quantitatively assess the 

duration of this lag, we spiked the sample after every fourth valve manifold cell was 

filled (Figure 2.7b). Peak integrals stabilize by the third to fourth runs at a given DIC 

step. In the final bench-top experiment (Figure 2.7c), we spike the sample with NaHCO3 

volumes calculated to change DIC to the concentrations expected over a 500 m profile 

in the Southern California Bight.  
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Figure 2.7. Bench-top experiments with NaHCO3 spikes (a) every-other run, (b) every fourth 
run and (c) every run. Filled circles represent peak integrals, A; open circles are known DIC, 
calculated from volumetric additions of NaHCO3 to the sample. The range was chosen to mimic 
a local profile to 500 m.  
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These bench-top experiments suggest that flush volumes and/or diffusion times 

during rinse steps are insufficient to remove residual effects from prior samples. 

Potential carry-over could result from: poor flushing of the SMT or GDC in between 

runs, GDC “memory” wherein residual CO2 is adsorbed onto the GDC polymer itself 

or insufficiently removed from the membrane, and/or contamination among samples 

within the valve manifold. As discussed in Chapter 1, quantitative transfer of CO2 from 

the sample to receiving solution results in superior repeatability; it is also likely that 

quantitative CO2 transfer would alleviate any GDC memory effects. Prior to the test 

tank deployments, the flushing sequence was modified slightly—an additional acid and 

base rinsing step was added—although due to time constraints prior to the at-sea test, 

this effect of this modification on carry-over was not carefully characterized on the 

bench-top. 

Test Tank Results 

Two experiments were performed in the Scripps Test Tank in order to assess the 

Micro-Rosette’s repeatability and its response to increasing DIC (Figure 2.8). In the first 

experiment (Figure 2.8a), the tank chemistry was not perturbed. Bench-top NDIR-based 

analysis of bottles collected during the Micro-Rosette’s filling phase resulted in DIC = 

2037.5±3.4 μmol·kg-1—or bench-top analyzer %RSD = 0.17% (n = 9). The Micro-

Rosette’s response was A = 4.752±0.047 V·s, %RSDA = 0.99% (n = 16). Single cell 

measurements in Chapter 1, for comparison, repeatedly achieved %RSDA < 0.1%. The 

degradation in performance here likely results from slight differences in the valve 

manifold cells, poorer temperature control in the tank compared to in the jacketed beaker 
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used on the bench-top, and, perhaps, small natural gradients in the tank. While volume 

delivery is controlled by a precise syringe pump and small differences in cell geometry 

shouldn’t dominate the signal, additional experiments (not shown) have demonstrated 

that small cell-to-cell variability does in fact exist and is repeatable, suggesting that each 

cell needs to be calibrated individually, which was not feasible with the Micro-Rosette’s 

current configuration. This shortcoming will be discussed in the Conclusions section.  

Next, CO2(s) was added to the Scripps Test Tank throughout the Micro-Rosette’s 

sample collection phase (Figure 2.8b). The first two bottle sample values were lost due 

to operator error but the remainder show that the Micro-Rosette responded to the trend 

in the tank’s DIC. A two point calibration (based on a CRM and the last point in Figure 

8b) brings the mean difference between bottle and Micro-Rosette to ΔDIC = 0.6±32.5 

μmol·kg-1, RSD = 1.48% (n = 14). While some of the discrepancy between the Micro-

Rosette and bottle samples is attributable to small gradients in the tank created by adding 

CO2(s), it is likely that the previously described sensor lag accounts for a substantial 

portion. It can been seen in Figure 2.8b that even after the tank DIC stops increasing 

(samples 13-15), the Micro-Rosette response continues increasing. It is likely that the 

anomalously high peak areas in Figure 8b (e.g., samples 4 and 8) are the result of random 

errors and natural gradients created by the addition of CO2(s). 

It is also noteworthy that a full experimental run takes approximately twenty 

hours; therefore the higher the sample number, the more prone that sample is to 

contamination via diffusion from other cells in the valve manifold. In an ocean 
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deployment, biological activity—namely, respiration—could also be an important 

factor, but it is not expected to play a role in analysis of sterilized tank seawater.  

 
Figure 2.8. Test tank experiments: (a) no modification to tank chemistry and (b) dry ice spike. 
Filled circles represent peak integrals, A; open circles illustrate tank DIC, measured on bottles. 
Micro-Cell Number is the number within the valve manifold cell being analyzed.  
 

An additional feature observed in all Micro-Rosette experiments (Figure 2.7 and 

Figure 2.8) is that the first run of each has a higher peak integral than the subsequent 

run, even though in all experiments, DIC was either maintained throughout or increased 

as a function of sample number, theoretically mandating that the first peak integral be 



66 
 

 
 

either identical or lower—but never higher—than subsequent runs. We hypothesize that 

this inflated first peak integral results from the short time between the filling and 

analysis routines: as the Micro-Rosette cells are filled, seawater is constantly flowing 

across the GDC and transferring CO2 to the membrane and receiving side. Prior to 

beginning the analysis cycle, the GDC is flushed with acid and base on sample and 

receiving sides, respectively, but these anomalously high initial peaks suggest that the 

flush volume and/or flush time were insufficient to clear the GDC of residual CO2 from 

the filling cycle. 

At-Sea Results 

The last Micro-Rosette evaluation reported here was the shipboard hydrocast to 

500 m. Throughout this deployment, the Micro-Rosette communicated with the ship’s 

SBE 11plus, thereby indicating proper mechanical and electrical operation from 500 m 

to the surface. This accomplishment alone made the shipboard measurements a 

worthwhile, however, the samples captured during this test were compromised during 

the on-deck analysis period due to an air bubble trapped in the receiving side flow path. 

This unfortunate circumstance likely resulted from an air bubble in the NaOH reagent 

inlet bag resulting from the repeated assembly and disassembly of the Micro-Rosette 

while the system was fastened to the ship’s rosette. Admittedly, the ocean deployment 

was not a 100% success, yet it generated a tremendous amount of useful information 

that will help move the Micro-Rosette project forward. For example, the hydrocast 

provides the first solid results establishing that all of the components in the fully 

assembled Micro-Rosette work mechanically to at least 500 m. Furthermore, we do not 
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expect air bubbles to play a significant role in the future as the Micro-Rosette will 

remain fully submerged for its deployment lifetime on profiling floats and better care 

will be taken to ensure the removal of air pockets from reagent bags prior to subsequent 

deployments. 

Conclusions 

The proof-of-concept tests for the Micro-Rosette successfully captured and 

sequentially analyzed sixteen discrete 100 µL seawater samples in bench, tank, and at-

sea tests. While the precision and accuracy of (1% and 1.5%, respectively) are 

unsatisfactory for “climate-quality” marine inorganic carbon datasets, the progress 

made on single channel measurements (Chapter 1) demonstrate that a future prototype 

version of the Micro-Rosette should be able to approach 0.1% repeatability and 

precision. The Micro-Rosette shows great promise for resolving event-scale phenomena 

(e.g., phytoplankton blooms), seasonal cycles, and upper ocean profiles, all of which 

regularly change DIC in excess of tens to hundreds of µmol·kg-1 over the respective 

time and space scales within which the Micro-Rosette is designed to function. We 

expect that with this foundation, progress can be made quickly toward improving the 

system’s %RSD and calibration.  

In order to successfully operate on a profiling float, it is evident that both cell-

to-cell variability and response lag must be addressed. In order to minimize cell-to-cell 

variability, it will be necessary to calibrate each cell independently with integrated 

standards. Response lag results from what appears to be system memory, perhaps due 

to CO2 adsorption onto the GDC’s polymeric walls or poor flushing of the silicone 
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membrane itself. Alternatively, the fluidic circuitry could have poorly flushed “dead 

volumes,” such as in the mixing tee or diffusion cell. Future experiments will increase 

reagent flush volumes and diffusion times in order to determine if this memory effect 

can be resolved by varying easily-tuned experimental parameters. Diffusion time for 

experiments described here was selected based on results from Chapter 1, wherein it 

was determined that especially at lower sample volumes (< 100 µL), increasing 

diffusion time improves %RSD. Due to time constraints (a proof-of-concept 

deployment cruise deadline), it was not possible to vary diffusion time to significantly 

longer periods during the multichannel tests, but future testing will increase diffusion 

time in an attempt to alleviate the GDC memory effect through quantitative CO2 transfer 

from sample to receiving solution.  

One of the primary lessons learned from the results presented here is that 

separate collection and diffusion stages within the Micro-Rosette is problematic, 

especially since samples are exposed to each other through common inlet and outlet 

ports. During a profile such as the one shown in Figure 2.8b, samples with DIC 

differences of > 400 µmol·kg-1 coexist within the valve manifold, creating substantial 

gradients and, therefore, potential for cross-sample diffusion/contamination. A new 

single collection and diffusion manifold has been designed to overcome this challenge 

(Figure 2.9). The design, already fabricated via 3D printing but not yet evaluated, allows 

for immediate acidification of samples as they are collected during the Micro-Rosette’s 

profile. Samples are then stored within a multiplexed gas diffusion cell—that is, one 

GDC per sample collected—allowing for CO2 transfer to begin immediately upon 
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sample collection. Samples are acidified immediately upon collection (such that a low 

pH sample is stored in contact with a fresh solution of NaOH until analysis at park 

depth) or during the park/analysis routine, which could be as long as twenty-four hours 

after collection. It is preferable to acidify immediately in order to halt biological activity 

within the sample; furthermore, it has been shown that immediate sample acidification 

of seawater samples in DIC analyzers reduces biofouling (Liu et al., 2013). As the initial 

valve manifold design did not allow for pre-storage acidification, results from the latter 

technique are described here. 

This new design will lead to additional complications, such as: 1) an increased 

number of failure points due to the necessity of assembling more diffusion membranes, 

which have occasionally proven difficult to seal 2) and a different calibration routine 

due to the fact that seawater is metered volumetrically but collected across significant 

density changes. The volumetric seawater collection is not an issue in the current design 

due to the fact that more seawater is collected during profiling than is used during 

analysis. Analysis in the current design is also performed using volumetric additions, 

but on an isopycnal, such that seawater mass delivered to the GDC should be identical 

from cell to cell. Contrarily, in the multiplexed design, all collected seawater is 

necessarily analyzed, meaning that there will be differences in seawater mass (and 

therefore moles of DIC, even if concentration (µmol·kg-1) across multiple samples is 

identical) delivered to the GDC. However, we suspect that the effect of mass difference 

will be a second order effect that can be addressed once a functional prototype begins 

capturing data in the field at sites with well-known vertical structure (e.g. HOT, BATS). 
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We therefore feel that the added complexity is necessary and will result in improved 

accuracy, resulting from reduced cross-sample contamination and the ability to carefully 

calibrate each cell with onboard standards. Ultimately, we intend to incorporate a 

multiplexed C4D as well, such that all sample and receiving solution streams remain 

separated throughout, further increasing complexity but reducing contamination. As in 

Chapter 1, the relatively recent ability to print these parts is key to the success of the 

multiplexed prototype envisioned.  

 
Figure 2.9. The Micro-Rosette manifold used to multiplex seawater collection, acidification, 
and diffusion. This design implements ten distinct, radially-symmetric storage/diffusion cells 
with common pumps and a detector. Later designs may be expanded several-fold to provide 
greater vertical sampling resolution. 
 

Finally, we illustrate the concept of a prototype Micro-Rosette utilizing the 

multiplexed GDC attached to a SOLO II float (Figure 2.10). Future versions would 

integrate all systems shown into a single housing, but results described here and this 

next design represent a large step forward for marine inorganic carbon monitoring. 
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Figure 2.10. Conceptual schematic of the Micro-Rosette integrated into a profiling float. For 
scale, the SOLO-II has an overall length of 1.3 m (4’4”). For the prototype shown, the float is 
modified as little as possible. Fluidics housing is shown without external encasement in order 
to detail internal components. 
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SEAWATER PH WITH THE HONEYWELL DURAFET 
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CHAPTER 4: A SENSOR PACKAGE FOR MAPPING PH AND OXYGEN FROM 

MOBILE PLATFORMS 

Abstract 

A novel chemical sensor package named “WavepHOx” was developed in order 

to facilitate the measurement of surface ocean pH, dissolved oxygen, and temperature 

from mobile platforms. The system comprises a Honeywell Durafet pH sensor, 

Aanderaa optode oxygen sensor, and chloride ion selective electrode, packaged into a 

hydrodynamic, lightweight housing. The WavepHOx has been deployed on a stand-up 

paddleboard (SUP) and a Liquid Robotics Wave Glider in multiple near-shore settings 

in the Southern California Bight. Integration of the WavepHOx into these mobile 

platforms has enabled high spatiotemporal resolution data collection in near-shore 

environments. It is a particularly valuable tool for mapping shallow, fragile, or densely 

vegetated ecosystems which cannot be easily accessed by other platforms. Results from 

three surveys in San Diego, California, USA, are reported in order to demonstrate the 

WavepHOx’s capabilities. We discuss surveys with pH and dissolved oxygen gradients 

of > 0.3 pH and > 50% oxygen saturation over merely tens to hundreds of meters to 

highlight the degree of natural spatial variability in these vegetated ecosystems. When 

deployed during a rigorous discrete sampling program, the WavepHOx pH had a root 

mean squared error of 0.028 relative to pH calculated from fifty six measurements of 

total alkalinity and total dissolved inorganic carbon, confirming its capacity for accurate, 

high spatiotemporal resolution data collection. 
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Introduction 

As sources and sinks of carbon dioxide continue to fluctuate with an intensifying 

anthropogenic signature (Sabine and Tanhua, 2010; Gruber et al., 2009), observations 

and analyses of the marine inorganic carbon cycle are increasingly critical. Current 

estimates of the ocean’s annual CO2 uptake rate have substantial uncertainty, with a 

range of 2±1 Pg C⋅yr-1 (Takahashi et al., 2009). Coastal carbon budgets have proven 

particularly difficult to close due to their inter- and intra-ecosystem spatiotemporal 

heterogeneity, resulting in an estimated sink of 0.35 Pg C⋅yr-1 in continental shelves and 

source of 0.50 Pg C⋅yr-1 from inner estuaries, salt marshes, and mangrove forests 

(Borges, 2005; Gattuso et al., 1998; Borges, 2010; Borges et al., 2006; Chen and Borges, 

2009; Laruelle et al., 2010). However, uncertainty in continental shelf CO2 flux remains 

quite large—between 50-75% (Bauer et al., 2013)—such that even its sign (let alone 

magnitude) isn’t well resolved over annual cycles (Hales et al., 2005). These large 

uncertainties notwithstanding, it is still believed that coastal ecosystems are responsible 

for a disproportionately large percentage of global air-sea CO2 flux, especially 

considering the fact that estuaries and continental shelves combined account for less 

than 10% of ocean surface area (Cai, 2011). McLeod et al. (2011) suggest that a critical 

gap in our understanding of coastal carbon sequestration could be filled by mapping the 

spatiotemporal variability of biogeochemical cycling.  

There is, therefore, substantial motivation to develop a tool specifically for 

oceanographic carbon mapping applications. High resolution upper ocean carbon 

mapping is valuable in its own right as it has great potential to uncover meaningful 



97 
 

 
 

biogeochemical patterns that couldn’t be feasibly captured with observation programs 

limited to bottle sampling (Byrne et al., 2010). Such techniques could also be used in a 

“prospecting” sense—that is, to determine optimal mooring sites prior to long-term 

static sensor deployments. There have been numerous attempts to characterize the 

temporal variability of inorganic carbon chemistry using moored autonomous sensors 

(Gray et al., 2012; Harris et al., 2013; Hofmann et al., 2011; Yu et al., 2011; Cullison 

Gray et al., 2011; Frieder et al., 2012; Martz et al., 2014; Martz et al., 2009; Price et 

al., 2012; Kapsenberg et al., 2015) and countless spatial surveys of upper ocean carbon 

dynamics (e.g., Takahashi et al., 2009; Zirino et al., 1986; Crosswell et al., 2012; Evans 

et al., 2013; Evans et al., 2012; Takahashi et al., 2014; Alin et al., 2012; Manzello et al., 

2012; Zhang and Fischer, 2014; Feely et al., 2001; Feely et al., 1998; Rérolle et al., 

2014), but few tools exist to measure near-shore spatial carbon variability. None of the 

aforementioned sensors were built with mobility in mind to our knowledge. High-

quality, autonomous, in situ inorganic carbon sensors tend to be much bulkier, heavier, 

and less hydrodynamic than desired for mobile applications. Moreover, there are many 

fragile ecosystems (e.g., seagrass beds, shallow coral reefs) which larger, motorized 

vehicles couldn’t easily access or which they would likely disturb. 

The WavepHOx attempts to overcome this technology gap in order to offer a 

sensor package for coastal ocean acidification and inorganic carbon mapping studies. It 

was designed to be incorporated onto low-power and human-powered mobile platforms. 

To date, the WavepHOx has been deployed primarily on stand-up paddleboards (SUPs), 

as well as a Liquid Robotics Wave Glider (liquidr.com). These platforms were chosen 

http://www.liquidr.com/
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in order to access shallow, hard-to-reach, and fragile ecosystems, and to deploy the 

WavepHOx on longer, autonomous expeditions. Similar technology for mobile carbon 

measurements has been proposed (Willcox et al., 2009) but to our knowledge no sensor 

data have been published. Here we outline design considerations, the WavepHOx 

configuration, and results from the three representative surveys (two in La Jolla Bay and 

one in Mission Bay). 

Methods 

Sensor Design 

The WavepHOx sensor package comprises the Honeywell Durafet pH sensor, 

Aanderaa optode oxygen sensor, and Orion chloride ion selective electrode (Cl-ISE). 

Both the Durafet and optode include thermistors, such that the full suite of measured 

parameters includes pH, oxygen, and temperature (Martz et al., 2010). Details on 

calculation and quality control of pH data can be found elsewhere (Bresnahan et al., 

2014). A custom ARM®-based microcontroller provides data logging and power 

regulation (from a rechargeable 12 V, 1.6 mA⋅h NiMH battery, Tenergy, P/N 11615). 

All components are enclosed inside a waterproof housing and the Durafet, optode, and 

Cl-ISE active sensing surfaces are exposed to seawater but protected by a passively-

flushed dome-shaped flow cell (Figure 4.1). The flow cell has a single inlet, aligned 

with the forward direction of the platform, and three outlets, each adjacent to one of the 

main sensor components. Through the platform’s forward movement (nominal speed 

0.2-2 knots), water flushes through the flow cell with a residence time of approximately 
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2-10 seconds. Sampling period is user-determined, but can be as fast as 15 seconds. 

While sampling at 15 second intervals, the battery nominally lasts 5.4 hours for stand-

alone applications. Flow simulations were performed using SolidWorks 2014 (with the 

Flow Simulation add-in) in order to optimize the flow cell’s geometry (Figure 4.1). The 

flow cell was designed to flush as rapidly as possible while protecting the sensors from 

impact and direct sunlight and providing a hydrodynamic cap for the housing.  

 
Figure 4.1. (a) WavepHOx schematic rendering and (b) flow simulation illustrating streamlines 
into flow cell inlet and out of the three outlets (two shown, one hidden on opposite side). Flow 
cell is transparent in (b) to depict the inner cavity where the pH, O2, and temperature sensing 
surfaces are located. (c) The WavepHOx deployed on the bottom of a stand-up paddleboard in 
shallow eelgrass in Mission Bay, CA. 
 

Electrode conditioning can be a critical limitation when using potentiometric pH 

sensors, but can be avoided by keeping the components immersed in seawater and never 

cutting off power to the sensor in between deployments (Bresnahan et al., 2014). The 

flow cell is filled with seawater or tris buffer in synthetic seawater (DelValls and 

Dickson, 1998) and inlets/outlets plugged between deployments such that sensor 

components remain wetted and, therefore, always conditioned to seawater. Additionally, 

the battery is charged directly through a main bulkhead connector so that power never 

needs to be cut and recharging can take place without disassembling the housing. The 
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same bulkhead is used for serial communication with the instrument, which is 

performed both through 1) a direct RS-232 connection between the WavepHOx and a 

PC and 2) using an AirConsole 2.0 device with the GetConsole iOS application for 

wireless communication between the WavepHOx and an iPhone. 

Deployments 

We describe results from three WavepHOx deployments—two on a SUP and 

one on a Wave Glider. While the WavepHOx has two means of measuring pH via the 

internal and external reference electrodes (that is, pHINT and pHEXT, respectively), 

calculation of pHEXT requires salinity which is not presently measured during SUP 

deployments, but is available from the Sea-Bird Electronics CTD sensor on the Wave 

Glider. We report pHINT on the total scale here. The sensors used in all deployments 

were conditioned prior to deployment by operating the assembled WavepHOx in a 6000 

L filtered seawater tank at Scripps Institution of Oceanography for two weeks. pH 

sensor calibration coefficients were determined using spectrophotometric pH of a 

discrete sample taken from the tank after the sensor’s conditioning period (Bresnahan 

et al., 2014; Clayton and Byrne, 1993). The optode was calibrated in accordance with 

the manufacturer’s recommendations.  

WavepHOx deployments on the SUP utilize an external GPS recorder (Garmin 

Quatix), synchronized with the sensor’s internal clock. The WavepHOx is secured to 

the bottom of the SUP prior to deployment by pressing it onto 3M Dual Lock Reclosable 

Fastener (TB3550). Both the WavepHOx housing and SUP have permanently adhered 

strips of this fastener, allowing for quick assembly and disassembly prior to and after 
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deployments. The sensor is also tethered to an integrated D-ring on the SUP for 

additional security. Nominal sensor depth during SUP deployments is 10 cm.  

The Wave Glider has an internal GPS logger, in addition to several peripheral 

instruments (e.g., Sea-Bird Electronics CTD, fluorometer, barometric sensors). HDPE 

clamps fasten the sensor package to the Wave Glider’s hull, maintaining a nominal 

WavepHOx depth of 50 cm. The WavepHOx can be powered internally, as described 

above, or externally by the Wave Glider battery via the main bulkhead connector.  

 
Figure 4.2. Map of field sites in San Diego, CA, USA with the survey patterns shown with 
circular symbols in magnified boxes. The magnified image of the Mission Bay survey also 
shows the eight locations where discrete samples were collected (D1-D8), eight times each for 
a total of sixty four discrete samples. Images from Google Earth Pro. 
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Mission Bay 

The WavepHOx was deployed in the Kendall-Frost Reserve in Mission Bay, 

San Diego, CA (Figure 4.2, 32.790 °N, 117.227 °W) on a SUP from 10:00, 22-Nov-

2014, through 09:00, 23-Nov-2014. Sunset was 16:44 on 22-Nov-2014; sunrise the 

following morning was 06:26 PST. The sampled portion of the reserve has a 

muddy/sandy bottom with dense eelgrass (Zostera marina) patches and is surrounded 

by a salt marsh. Surveys within a ~300 m × ~200 m grid were repeated roughly every 

two hours for just under twenty-four consecutive hours. Each survey lasted ~30 minutes. 

The WavepHOx sampled at 30 second intervals, slightly below its maximum sampling 

frequency, in order to conserve power during the 24-hour study. While individual survey 

durations varied slightly, 782 samples were collected throughout the entire 24-hour 

study for an average of 55 samples per survey. The sensor was charged once from 00:00-

03:00, resulting in no sensor data during those hours.  

In conjunction with the SUP-mounted WavepHOx, sixty-four discrete seawater 

samples were collected simultaneously by kayak for total alkalinity (TA) and dissolved 

inorganic carbon (DIC) analyses. Samples for TA and DIC were collected in 200 mL 

borosilicate glass bottles and fixed with 100 μL of saturated HgCl2 solution. TA was 

determined by potentiometric acid titration using 0.1 N HCl standardized against 

Certified Reference Material (CRM) from Andrew Dickson’s laboratory at Scripps 

Institution of Oceanography. An automated titrator implementing a Metrohm 876 

Dosimat Plus dispensing unit and an Ecotrode Plus pH electrode (Metrohm) was used 

to conduct the titrations. CRMs were run every 5 samples to determine the precision of 
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the system (s.d. = 1.2 µmol·kg-1, n = 20). DIC was determined using a MARIANDA 

Automated Infra-Red Inorganic Carbon Analyzer (AIRICA), running CRMs every 3-5 

samples to validate system performance (s.d. = 1.2 µmol·kg-1, n = 30). Temperature 

(18.7±0.3 °C) and salinity (34.1±0.1) were measured using an Orion 4 Star conductivity 

probe (Thermo Scientific). pHdisc (discrete sample pH on the total scale) was calculated 

in MATLAB using CO2SYS.m with TA, DIC, temperature, and salinity as inputs (van 

Heuven et al., 2011).  

Sensor pH (pHsensor) was recalibrated to minimize the anomaly between sensor 

and discrete pH (n = 56; 8 of the 64 discrete samples did not coincide with sensor 

samples) (Bresnahan et al., 2014). We also report a Model II least squares fit (Peltzer, 

2007) between perturbations in pHdisc and pHsensor from the minimum value of pHdisc. 

These perturbation variables, defined as pHdisc’ = pHdisc – min(pHdisc) and pHsensor’ = 

pHsensor – min(pHdisc), enable careful examination of the Model II fit gain and offset (or 

slope and y-intercept: c1 and c0). 

La Jolla Bay 

The WavepHOx was also deployed on a SUP in La Jolla Bay, San Diego, CA 

(Figure 4.2, 32.855 °N, 117.265 °W) on 14-Mar-2015 and 15-Jun-2015. The March 

study occurred during peak sunlight hours (~ 14:00) while the June survey was 

performed on a cloudy morning at sunrise (~ 06:00), allowing a comparison between 

photosynthesis-dominated and respiration-dominated patterns, respectively. The bay, 

largely protected within the Matlahuayl State Marine Reserve, is characterized by 

variable bottom type: sandy at its northern extent to a mix of rock reef, eelgrass beds 
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(Zostera marina), and kelp beds (e.g., Macrocystis pyrifera) in the southern portion. 

Sampling was conducted just offshore of the breaking waves, which were 

approximately 25 m from shore on average. Significant wave height during the surveys 

was < 60 cm at Scripps Pier (http://cdip.ucsd.edu/), the northernmost extent of the study 

area, allowing relatively calm conditions for the operator to safely maneuver into very 

shallow water (< 1 m water depth). Salinity, also measured at the pier, was 33.3 

(http://www.sccoos.org/data/piers/).  

While the only directly measured CO2 system master variable in this deployment 

is pH, TA in a seawater tank at the base of Scripps Pier has been observed to be relatively 

constant (TA = 2223±11 µmol⋅kg-1) over approximately three years (Bockmon et al., 

2013). We combine pHtotal and this average TA in order to calculate DIC, pCO2, and 

ΩAr at in situ temperature. pHtotal and pCO2 are also calculated at 20 °C (i.e., pH@T=20°C, 

pCO2,@T=20°C) in order to emphasize the chemical patterns—as opposed to physical—

found throughout the survey. Uncertainties in derived variables resulting from these 

approximations are discussed. Data analysis was performed with MATLAB R2014b, 

utilizing the built-in Mapping Toolbox and freely available “breakxaxis” function.  

Scripps Pier 

The final WavepHOx deployment occurred on 19-Dec-2014 on board a Liquid 

Robotics Wave Glider, just offshore of the La Jolla Bay experiment described above 

(Figure 4.2, 32.876 °N, 117.280 °W). The Scripps Pier deployment lasted four hours, 

recording 959 pH/O2 measurements and covering ~4 km cross-shore. 

http://cdip.ucsd.edu/
http://www.sccoos.org/data/piers/
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Results and Discussion 

Mission Bay Results 

 
Figure 4.3. (a) pHsensor (black line) and pHdisc (red dots) and (b) pH anomaly (pHsensor-pHdisc) 
time-series in the Kendall-Frost Reserve, Mission Bay over 24 hours. 
  

During the Kendall-Frost Reserve 24-hour study, sensor pH varied from 8.04 to 

8.41 (range = 0.37) over the 300 m by 200 m grid (Figure 4.3a). Discrete pH, on the 

other hand, captured a substantially lower range of 0.25 (after removal of one statistical 

outlier during the 05:00 sampling period, defined as > 3 standard deviations difference 

from rest of data in given survey). The majority of variability occurred during daylight 

hours, due to the photosynthetic activity of the eelgrass. Figure 4.3b highlights that 

while sensor and discrete values are in good agreement on average, the largest anomalies 

tend to occur when natural variability is largest, reinforcing the difficulty of capturing 

sensor calibration-quality bottle samples in dynamic environments. Also noteworthy is 

that, while the bottle sampling captures much of the variability and may serve as 

validation for the sensor data, the bottle measurement campaign requires significantly 
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greater effort due to bottle analysis in addition to the recurring costs of operating the 

bench-top systems. For example, measuring DIC and TA on the sixty-four discrete 

samples required roughly twenty person hours including typical instrument setup and 

cleanup procedures.  

The features which appear to represent temporal variability when displayed as a 

time-series (Figure 4.3) are shown to have a very strong spatial component (Figure 4.4). 

In the southeastern extent of the sampled area, characterized by deeper water and lower 

eelgrass density, pH variability is much lower (pH range < 0.05 over 24 hours) while 

the north-northwestern portion experiences the full pH range. In the right column of 

Figure 4.4, it can be seen that sensor and discrete pH anomalies reach ±0.05, illustrating 

the degree of variability lost when using discrete samples alone. Moreover, 

approximately 50% more area was covered using the sensor than using discrete samples 

only, reinforcing the value of an autonomous sensor for biogeochemical mapping. 
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The property-property plot of pHsensor’ vs. pHdisc’ (Figure 4.5) emphasizes the 

strong agreement between sensor and discrete pH and, importantly, the WavepHOx’s 

ability to track true changes in pH. This finding demonstrates that the flow cell flushes 

sufficiently quickly relative to the speed of the platform and scales of natural chemical 

gradients. While a calibration based on a single discrete sample could lead to sensor pH 

inaccuracy of ≈ 0.1, collecting sixty four samples provides a much better means for 

quality control. Such a laborious sampling scheme is often unrealistic, but these findings 

illustrate the WavepHOx’s ability to resolve spatiotemporal biogeochemical variability 

and set a benchmark for the level of accuracy attainable when the sensor is rigorously 

calibrated and validated. 

 
Figure 4.5. Property-property plot of pHsensor’ vs. pHdisc’ during Kendall-Frost Reserve twenty-
four hour study. The dashed red line represents the 1:1 line (pHsensor’ = pHdisc’) and solid black 
line is Model II least squares fit (Peltzer, 2007). c0 and c1 represent the intercept and slope 
(alternatively, sensor offset and gain) of the least squares fit. RMSE is the root mean square 
error.  
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La Jolla Bay SUP Results 

 
Figure 4.6. Time-series of data collected with WavepHOx on (left) 14-Mar-2015 and (right) 15-
Jun-2015. Temperature (a), pH (b), and oxygen (d) are measured directly. pH@T=20°C(c), DIC (e), 
pCO2 (f), pCO2,@T=20°C (g), and ΩAr are derived as described in the text. 
 

The two ~ 2 hour La Jolla Bay deployments (Figure 4.6) captured a pH range of 

7.75 to 8.39 and oxygen saturation range from 45.1% to 152.1%. Meanwhile, pCO2 

spiked to over 800 µatm and was drawn down to 145.0 µatm. Both pCO2 and pH show 

nearly identical patterns at in situ temperature and at 20 °C, suggesting that the changes 
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seen here are biological in nature. Moreover, the spatial patterns suggest that the high 

pH and oxygen region in the southern, in-shore portion of the survey results from 

photosynthesis on March 14th (Figure 4.7, left); the corresponding low pH and oxygen 

region on June 15th (Figure 4.7, right) results from respiration. The chemical signal from 

this rarely observed biological hot spot is mixed into the offshore waters, which remain 

in near equilibrium with the atmosphere.  

 
Figure 4.7. (Top) pH and (bottom) oxygen patterns in La Jolla Bay on (left) 14-Mar-2015 and 
(right) 15-Jun-2015.  
 

Measuring a second CO2 system master variable (viz., TA, DIC, pCO2) is always 

recommended but was not feasible during the La Jolla Bay deployment. A principle 

design goal for the WavepHOx was to keep the instrument’s form factor as small as 
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possible, substantially limiting the number of integral and peripheral instruments that 

could be incorporated. The low natural historical variability of TA (𝜎𝜎 = 11 µmol⋅kg−1) 

(Bockmon et al., 2013) translates to uncertainty in DIC and pCO2 of approximately 10 

µmol⋅kg-1 and 2 µatm, respectively. A hypothetical inaccuracy in measured pH of ±0.03 

(Bresnahan et al., 2014), for example, would correspond to uncertainty in DIC and 

pCO2 of approximately 16 µmol⋅kg-1 and 27 µatm, respectively, demonstrating the 

relative importance of pH sensor calibration compared to knowledge of TA in this 

ecosystem.  

Scripps Pier Results 

The Scripps Pier WavepHOx deployment on board the Wave Glider recorded 

very little variability: pH = 8.048±0.002. As this experiment took place to the northwest 

of the La Jolla Bay survey depicted in Figure 4.7 where little variability was detected 

during that survey, this result is not surprising. The Durafet itself is stable to 0.0005 pH 

(Martz et al., 2010), suggesting that this small change is in fact environmental, not 

simply instrumental noise, but reinforcing the findings from the La Jolla Bay 

deployment. We do, however, expect that continued Wave Glider surveys in and beyond 

this region will uncover interesting spatiotemporal patterns, especially as the survey 

extent is broadened. The Scripps Pier deployment successfully demonstrated the 

feasibility of incorporating the WavepHOx into future Wave Glider studies. 
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Conclusions 

We have designed a pH and oxygen sensor package ideal for use on mobile 

platforms. The WavepHOx shows great promise for high spatiotemporal surface ocean 

pH and oxygen mapping. Compared to mapping pH from discrete bottle samples, using 

the WavepHOx is substantially less laborious. Moreover, the sensor is able to capture 

higher resolution—and sometimes higher magnitude—gradients than a discrete 

sampling scheme could reasonably achieve. We wish to emphasize that the WavepHOx 

is not designed specifically for citizen science applications, due to cost (> $10,000) and 

complexities in sensor care and calibration (Bresnahan et al., 2014). However, 

supervised deployments by non-experts have been successful, demonstrating that the 

package can be operated by diverse users within and outside of the professional science 

community.  

At Mission Bay, of the four largest pH anomaly values between sensor and 

discrete sample (absolute value of ΔpH > 0.05), three occurred during the survey with 

highest natural variability (14:00, 22-Nov-2014). This finding suggests that neither 

sensor nor discrete values are necessarily inaccurate, but rather it highlights the 

difficulties of capturing a discrete sample at the exact same time and place as the 

instrument. Ecosystems with large spatiotemporal gradients likely require a larger 

number of discrete samples for sensor calibration and validation. In summary, the utility 

of bottle samples carried out alongside WavepHOx deployment clearly benefits the 

resulting dataset by providing validation data, yet the number of bottle samples required 
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to validate an in situ sensor is highly site and user dependent and must be considered on 

a site-by-site basis (Bresnahan et al., 2014). 

The La Jolla Bay deployment shows large changes in inorganic carbon and 

dissolved oxygen across small spatial scales. Such high spatial variability is often 

neglected when relying on moored sensors and discrete sampling programs. Continued 

mapping is necessary to unearth variability across many spatial scales, especially in 

dynamic coastal waters, and these data must be incorporated in biogeochemical budgets. 

The lack of an integrated conductivity/salinity sensor is a notable shortcoming; 

however, we don’t believe it had a significant impact on data quality during these 

deployments due to small salinity ranges documented in the bottle observations 

(Mission Bay) and historical records (La Jolla Bay). It could have a larger effect during 

sampling of ecosystems with large salinity gradients (e.g., estuaries with significant 

freshwater input). The next version of the WavepHOx will incorporate a miniature 

conductivity probe. 

Lastly, in addition to serving as a powerful oceanographic research tool, the 

WavepHOx and stand-up paddleboard are a superb science outreach combination, 

captivating diverse audiences across Southern California. The authors have directly 

engaged roughly 300 individuals through indoor and outdoor presentations on the 

science of ocean acidification and the technology used to monitor it. The allure of 

collecting oceanographic data from stand-up paddleboards is a noteworthy contribution 

to science outreach approaches. 
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