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The Global Imager (GLI) aboard the Advanced Earth Observing Satellite-II (ADEOS-
II) made global observations from 2 April 2003 to 24 October 2003. In cooperation
with several institutes and scientists, we obtained quality controlled match-ups be-
tween GLI products and in-situ data, 116 for chlorophyll-a concentration (CHLA),
249 for normalized water-leaving radiance (nLw) at 443 nm, and 201 for aerosol op-
tical thickness at 865 nm (Tau_865) and Angstrom exponent between 520 and 865 nm
(Angstrom). We evaluated the GLI ocean color products and investigated the causes
of errors using the match-ups. The median absolute percentage differences (MedPD)
between GLI and in-situ data were 14.1–35.7% for nLws at 380–565 nm, 52.5–74.8%
nLws at 625–680 nm, 47.6% for Tau_865, 46.2% for Angstrom, and 46.6% for CHLA,
values that are comparable to the ocean-color products of other sensors. We found
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that some errors in GLI products are correlated with observational conditions; nLw
values were underestimated when nLw at 680 nm was high, CHLA was underesti-
mated in absorptive aerosol conditions, and Tau_865 was overestimated in sunglint
regions. The error correlations indicate that we need to improve the retrievals of the
optical properties of absorptive aerosols and seawater and sea surface reflection for
further applications, including coastal monitoring and the combined use of products
from multiple sensors.

conditions. The characteristics of GLI hardware, ocean
color products, and the version-2 algorithm are given in
Section 2. In-situ observations and their processing meth-
ods are provided in Section 3. The match-up statistics and
correlation analysis are presented in Section 4. The re-
sults presented in Section 4 and reasons for the errors are
discussed in Section 5.

2.  GLI and Standard Ocean Color Products

2.1  GLI design
GLI is a cross-track scanning radiometer with 36

channels in the visible and near infrared (VNIR, 380 to
865 nm), shortwave infrared (SWIR, 1050 to 2210 nm),
and middle and thermal infrared (MTIR, 3700 to 12000
nm) bands (Nakajima et al., 1998). The GLI channels are
designed not only for the ocean but also various other
observation targets, including bright clouds and land sur-
face. Tables 1 and 2 list the sensor operation and channel
characteristics of GLI (Kurihara et al., 2003; Tanaka et
al., 2005). Channels 2, 3, 6, 9, 10, 11, 12, 14, 16, and 18
are high-gain bands designed for atmospheric correction
and ocean-color detection. Channels 1, 13, 15, 17, 19,
24, 25, 26, and 27 have a wide dynamic range designed
for observations over land, the cryosphere, and clouds.
Channels 4, 5, 7, and 8 are piece-wise linear gain bands
designed for both dark and bright targets. The 250 m-
resolution channels (20, 21, 22, 23, 28, and 29) were de-
signed for compatibility with LANDSAT/TM data and
other 1-km channels used for global observation. GLI also
has a tilt function to prevent sun glitter, allowing accu-
rate ocean-color observations in the summer at middle
and lower latitudes.

Features of GLI sensor design compared to OCTS,
SeaWiFS and MODIS are:

• Thirteen channels applicable to ocean color in vis-
ible wavelengths from 380 nm to 710 nm; OCTS and
SeaWiFS have six, and MODIS ten (seven high-gain chan-
nels are used for the standard MODIS nLws).

• Twelve bit (digital numbers from 0 to 4095)
digitization; OCTS and SeaWiFS are coded over ten bits
(from 0 to 1023), and MODIS is the same as GLI (twelve
bits).

• Tilt function (OCTS and SeaWiFS have it, but
MODIS does not).

1.  Introduction
The objectives of the GLI ocean science mission are

to establish satellite data retrieval algorithms, to monitor
physical and biological ocean variables, and to address
issues of global climate change. Although it is difficult
to use GLI data for monitoring purposes due to the lim-
ited data period of only seven months, we must create
sufficiently accurate GLI ocean products and describe
their characteristics because the GLI data will be used
for algorithm development and demonstration of satel-
lite data applications using the advantages of GLI: many
(thirteen) ocean-color channels, six 250m-resolution
channels, and simultaneous observation with microwave
and polarization sensors, i.e., Advanced Microwave Scan-
ning Radiometer (AMSR), POLarization and
Directionality of Earth Reflectance-2 (POLDER-2), and
a microwave radar sensor, SeaWinds.

Quality of satellite ocean-color products is generally
assessed by comparison with simultaneous in-situ meas-
urements, e.g., products of the Ocean Color Temperature
Scanner (OCTS) (Shimada et al., 1998; Mitomi et al.,
1998), POLDER instrument (Fougnie et al., 1999), the
Sea-viewing Wide Field-of-View Sensor (SeaWiFS)
(McClain et al., 2000), the Moderate-Resolution Imaging
Spectrometer (MODIS) (Fargion and McClain, 2003b),
and the MEdium Resolution Imaging Spectrometer
(MERIS) (Bécu et al., 2003). Poor quality samples are
carefully excluded by referring to data flags (sunglint,
observation time difference, low nLw at 555 nm, and so
on) and scanning surrounding conditions (e.g., valid pixel
number and variance in 3×3 pixels). In this study we in-
vestigated the accuracies of GLI products, not only un-
der favorable condition, but also under a variety of
unfavorable conditions, because the GLI operation pe-
riod is limited and data users want to quantify errors and
their causes in any conditions when a data pixel is not
masked.

The objectives of this paper are to describe the ac-
curacy and characteristics of the version-2 GLI ocean
color products, released on 1 November 2004, in com-
parison to in-situ observations, and to clarify remaining
problems for future applications and algorithm develop-
ment. To address accuracies under several types of ob-
servation conditions, we investigated correlations between
the errors and several variables representing observation
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• Two (462 nm and 543 nm) 250-m channels in the
visible range; OCTS and SeaWiFS do not have 250 m
bands, and MODIS has 500 m channels in the visible
range.

2.2  GLI ocean color products
GLI standard ocean color products include (a) nor-

malized water-leaving radiance and atmospheric param-
eters including aerosol radiance, La (nLw and La; NL),
and (b) in-water bio-optical parameters (Chlorophyll-a
and Suspended matter; CS) (Table 3). NL includes nLw
at 380 to 710 nm (hereafter referred to as
nLw_“wavelength”), aerosol optical thickness (τA) at 865
nm (Tau_865), and aerosol angstrom exponent derived
from τA at 520 nm and 865 nm (Angstrom). The GLI at-
mospheric correction algorithm estimates Tau_865 and
Angstrom from top-of-atmosphere (TOA) radiances
(LTOA) at 678 nm and 865 nm, using candidate aerosol
models describing optical characteristics of aerosols from
“blue” (large spectral slope, generally appearing in dry
and near-land areas) to “white” (low slope, generally
found in humid maritime conditions). Angstrom repre-
sents the spectral slope of τA; high (low) values for
Angstrom correspond to the blue (white) aerosols.

nLw is defined as radiance just above the sea sur-
face with normalized atmospheric transmittance (to 1.0)
and solar zenith angle (0 degrees), and is related to water
reflectance (ρW) as follows:

nLw(λ) = ρW(λ) × F0(λ)/π. (1)

Here λ  is the center wavelength of GLI channels and F0,
the spectral solar irradiance at 1 AU (Thuillier et al.,
2003), which is weighted by the spectral responses of GLI
channels (see Table 2). Photosynthetically available ra-
diation (PAR) is defined as the number of photons per 1
m2 over 1 day at wavelengths from 400 nm to 700 nm,
and is used to estimate ocean primary productivity. CS

includes major parameters that determine the seawater’s
optical properties: CHLA, absorption coefficient of
colored dissolved organic matter at 440 nm (CDOM),
suspended solid concentration (SS) defined as dry weight
of filtered suspended particles except salts, and diffuse
attenuation coefficient at 490 nm (K490). CHLA is used
for analyses of ocean biological productivity and fishery
grounds. SS and CDOM can be used as an indicator of
resuspension of sediments and outflow of materials from
the land.

2.3  Version 2 GLI ocean color algorithms
1)  Vicarious calibration

Vicarious calibration is an indirect calibration
method that assumes or models some physical processes.
As such, it contrasts with a direct method, such as onboard
calibration carried out using the solar diffuser or internal
lamps. Ocean color algorithms require a channel-relative
accuracy for LTOA of better than 1%; however, the accu-
racy of the onboard calibrations is generally 2–3% (Xiong
et al., 2003; Esposito et al., 2004). Vicarious calibration
provides a possible way to realize such a difficult require-
ment.

The GLI calibration team conducted two kinds of
vicarious calibration: the in-situ observational approach,
and the global data approach. The former used nLw ob-
served by a Marine Optical Buoy (MOBY) operated off
Lanai Island in Hawaii (Clark et al., 1997), along with
land surface reflectance data from Railroad Valley playa
(Yoshida et al., 2005); whereas the latter used daily glo-
bal LTOA observed by GLI and LTOA simulated by an at-
mospheric radiative transfer model based on the SeaWiFS
level-3 nLw products (Murakami et al., 2005). We con-
firmed agreement between results obtained by the in-situ
and global approaches, and ultimately adopted the global
scheme because only the global scheme can obtain many
(more than 100 000/day) samples and address temporal,
scan-mirror sides, and scan-angle dependencies of the

Resolution at nadir 1 km (channels 01–19, 24–27, 30–36), 250 m (20–23, 28, 29)
Field of view Cross-track scan with 1600-km swath; observation angle ±45°;

1276 pixels (1 km L1A) or 5104 pixels (250 m L1A)
Detectors per scan Along-track 12 (1 km) or 48 (250 m) detectors
Scanning mirror Using both (A/B) sides with incident angle from 63 to 17 degrees
Digital resolution 12 bits
Orbit Sun synchronous (descending local time about 10:30AM)
Recurrent period 4 days (57 paths)
Altitude 803 km
Period 101 min
Tilt angle ±18.5° (along track direction)
Availability Channels 1–29, daytime (250 m, about 25% of daytime); 30–36, all times
Operation period Dec. 2002–Oct. 2003 (global operation: Apr. 2, 2003–Oct. 24, 2003)

Table 1.  GLI operational characteristics.
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Table 3.  GLI ocean color products.

calibration coefficients. The calibration coefficients re-
duce the error of nLw_380 (root mean percentage differ-
ence from MOBY nLw_380) by about 40% (Murakami
et al., 2005).
2)  Atmospheric correction (Fukushima, 2004)

The GLI ocean-color atmospheric correction algo-
rithm subtracts the aerosol reflectance, which is estimated
using aerosol optical thickness and spectral characteris-
tics in near-infrared channels (678 nm and 865 nm) fol-
lowing Gordon (1997). This can be described by the fol-
lowing equations:

ρT(λ)
= ρM(λ) + ρA(λ) + ρMA(λ) + T(λ) × ρG(λ) + t(λ) × ρW(λ)

(2)

ρT(λ) = [πLTOA(λ)/(F0(λ) × (d0/d)2 × cos(θ0))]/tozone(λ).
(3)

Here ρT is top-of-atmosphere reflectance after correcting
for ozone absorption, ρM is the reflectance due to gas
molecules, ρA is the aerosol reflectance, ρMA is the re-
flectance due to the interaction between gas molecules
and aerosol particles, ρG is the reflectance resulting from
the specular reflection by direct sunlight, T is the direct
transmittance of the atmosphere (from sun to surface and
surface to satellite), t is the diffuse transmittance of the
atmosphere (from sun to surface and surface to satellite),
tozone is the transmittance of ozone, d is the distance from
Earth to Sun, d0 is 1 AU, and θ0 is solar zenith angle.

In this process, the algorithm uses an iterative scheme
to distinguish the aerosol-related reflectance (ρA + ρMA)
from ρW, which is estimated by an in-water optical model
(Tanaka et al., 2004). The characteristics of the version 2
algorithm are as follows.

2.1)  Absorptive aerosol correction
GLI version 2 atmospheric correction includes cor-

rection for absorptive aerosols, which appear over the
oceans leeward of industrial areas or natural fires, e.g.,
the ocean northeast of Japan following a bush fire in Si-
beria occurring in summer 2003. The correction affects
nLws directly in 380–520 nm when the satellite observed
nLw_380 is lower than nLw_380 simulated by the in-
water optical model using satellite derived CHLA, SS,
and CDOM in the iterative procedure (Toratani et al.,
2005). It can rescue almost all negative nLws appearing
in the previous version’s GLI data and other satellite prod-
ucts. Details are described in Toratani et al. (2006).
2.2)  Sun-glint correction

GLI version 2 atmospheric correction includes the
correction of sunglint, achieved by estimating the statis-
tical density function of the sea-surface slope by the Cox-
Munk method (Cox and Munk, 1954) using wind speed
data observed by SeaWinds on ADEOS-II. The correc-
tion is applied when the estimated ρg × cos(θ0)/π is greater
than 0.00005 and less than 0.03 (the pixel is masked when
the ρg × cos(θ0)/π is greater than 0.03). This enables us to
derive nLw and CHLA in regions contaminated by
sunglint that would otherwise be rejected and thus to in-
crease spatial coverage.
3)  Daily cloud statistics in PAR estimation (Frouin, 2004)

GLI PAR is based on the SeaWiFS PAR algorithm
(Patt et al., 2003), but includes a statistical daily cycle to
convert the GLI observation at 10:30 local time to a daily
mean. This may improve consistency with the real daily
mean and enables the merging of data acquired at differ-
ent local times by different sensors. Details are provided
in Frouin and Murakami (2006).
4)  In-water algorithm (Mitchell and Kishino, 2004)

GLI CHLA, CDOM and K490 are derived by em-

Category Variable code Description [unit]

(a) NL nLw_380−710 nLw at 380−710 nm (13 channels) [mW/cm2/sr/µm]

nLw and atmospheric parameters La_865 Aerosol radiance at 865 nm [mW/cm2/sr/µm]

nLw_678 and 865 Normalized water leaving radiance at 678 nm and 865 nm estimated by
in-water optical model [mW/cm2/sr/µm]

Tau_865 Aerosol optical thickness at 865 nm
Angstrom Aerosol angstrom exponent between 520 nm and 865 nm
Aalb Aerosol albedo at 380 nm (Aalb < 1.0 means absorptive aerosol)
PAR Photosynthetically available radiation [Ein/m2/day]

(b) CS CHLA Concentration of phytoplankton chlorophyll-a [mg/m3]
In-water bio-optical parameters SS Concentration of suspended solids [g/m3]

CDOM Absorption coefficients of colored dissolved organic matter at 440 nm [m−1]

K490 Diffuse attenuation coefficients at 490 nm [m−1]
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pirical equations using the spectral relation between nLws
constructed using global in-situ observations (Mitchell
and Kahru, 1998; Kahru and Mitchell, 1999, 2001). The
empirical equations are summarized in Table 4. SS is de-
rived with a neural-network (NN) algorithm (Tanaka et
al., 2004) using nLw at 412 nm, 443 nm, 460 nm, 520
nm, and 545 nm. The GLI NN algorithm is quite original
and expected to improve SS in high CHLA seas (Tanaka
et al., 2006).
5)  Cloud detection threshold

Cloud-detection schemes using threshold and uni-
formity tests have been refined to create accurate, smooth
ocean color images.

(a) CLOUD_MASK is ON if ρcloud >= 0.05
(b) CLOUD_FLAG is ON if ρcloud >= 0.03
(c) near_cloud1 flag is ON if any CLOUD_MASK

in around ±1 pixels
(d) near_cloud2 flag is ON if square of dispersion of

ρcloud > 0.00001 where ρcloud = ρt(ch19) – ρm(ch19).
Pixels of (a) is masked for Level-2 data, and (a), (b),

and (d) are masked for Level-3 data.

3.  In-situ Measurements and Processing

3.1  In-situ sites and cruises
The in-situ data for ocean-color validation were ob-

tained by the GLI principal investigators, along with the
National Fishery Research Institute (NFRI), Japan Coast
Guard, and University of Lille, as well as volunteer in-
vestigators. We included NASA bio-Optical Marine Al-
gorithm Data set (NOMAD) in the GLI operation period,
which is compiled for bio-optical algorithm development
and ocean color satellite validation activities by the NASA
Ocean Biology Processing Group (Werdell and Bailey,
2005). Cruise tags, observed parameters, and in-situ data
provider and organizations for match ups with GLI ob-
servations are listed in Table 5. Figure 1 illustrates the
distribution of the match-up data. The data are distrib-
uted widely in the Pacific and Atlantic Oceans, but many
data were near the coast where CHLA is generally high
and the optical properties of the seawater are complex.

3.2  In-situ data processing
To calculate the nLw(λ), vertical profiles of the

downwelling spectral irradiance Ed(λ) and the upwelling
spectral radiance Lu(λ) were measured with an underwa-
ter spectroradiometer (Biospherical PRR-600, PRR-800,
or MER-2040) (Ishizaka et al., 2001). The underwater
instruments were deployed from the sunny side of the ship
to avoid any ship-shading effects. After data screening,
Ed(λ) and Lu(λ) data were averaged every 1 m to remove
any data spikes. Ed(λ) and Lu(λ) just below the sea sur-
face, Ed(λ , 0–) and Lu(λ , 0–), were defined as regression
coefficients fitting the data between 0 and 5–20 m (con-
sidering the pycnocline) according to the following equa-
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Table 5.  In-situ observations for GLI ocean color validation.

*Number of samples of nLw is counted as nLw_443.
**CalCOFI (0304) cruise (same as ID = 6) is excluded from the NOMAD dataset.
Instruments and observed wavelengths of nLw are follows.
i: Biospherical PRR800 λ = 380, 412, 443, 465, 490, 510, 532, 555, 565, 589, 625, 665, and 683 nm.
ii: Biospherical PRR600 λ = 412, 443, 490, 510, 555, and 565 nm.
iii: Biospherical MER2040 λ = 412, 443, 465, 490, 510, 520, 555, 565, 586, 625, 665, and 680 nm, and MER2041: 340, 380, 412,
443, 465, 490, 520, 538, 565, 585, 625, 663, and 680 nm.
iv: SIMBAD-A λ = (350, 380,) 412, 443, 490, 510, 565, 620, 670, 750, and 870 nm (above-water).
v: SIMBAD λ = 443, 490, 560, 670, and 870 nm (above-water).
vi: TriOS RAMSES multi-spectrum above-water measurements λ = 350–950 nm.

ID Cruise name nLw* CHLA SS CDOM K490 Tau Observer/Provider

1 SIMBADA 255iv — — — — 256 Deschamps, Univ. Lille

SIMBAD (CalCOFI) 10v — — — — 11

SIMBAD (IMECOCAL) 10v — — — — 10
Frouin, SIO

2

SIMBAD (P500304) 12v — — — — 12 Cutchin and Frouin, SIO

3 MOBY + AERONET 34 — — — — 33 MOBY nLw by Clark, NOAA; AERONET Lanai-site by
McClain and Holben

4 TriOS (Ferry 20030320) 5vi — — — — —

TriOS (Jetfoil 20030923) 2vi — — — — —
5 TriOS (jetfoil 20030926) 12vi — — — — —

Ishizaka, Nagasaki Univ.
Between Nagasaki and the Goto Islands

6 CalCOFI (surface) 5 i 41 — 1 — —

7 IMECOCAL (surface) 4ii 4 — — — —
B. G. Mitchell and Kahru, SIO

Isahaya (20030414) 0 i — — — — —
8 Isahaya (20031017) 3 i 2 — — 3 —

9 REDTIDE20030722 13i 17 15 15 13 —

Nagasaki (Na03058) 0 i — — 2 — —
Nagasaki (Na03421) — 4 — — — —
Nagasaki (Ka030519) 1 i 2 1 2 1 —
Nagasaki (Na030711) — 1 — — — —

10

K030602 1i 1 1 1 1 —

11 Kakuyo-Maru 031017 6i 8 — — 6 —

Ishizaka, Nagasaki Univ.
Around the East China Sea and Ariake Bay

12 NPEC 200305 5iii 14 10 6 5 — Ishizaka, NPEC and Nagasaki Univ.

13 Tansei-Maru 030711 — 3 — 3 — — Ishizaka, Nagasaki Univ.

14 Hakuho 0302 4iii 3 — 3 — — Sasaoka, JAXA/EORC

15 Hakodate 6iii 8 — — — — Saito, Hokkaido Univ.

16 Tokyo and Sagami-Bay 4i 11 5 5 — — Kishino and Ishimaru, Tokyo Kaiyo Univ.

17 New Caledonia — 14 3 3 — — Dupouy and Neveux, IRD and CNRS

Seikai-NFRI (YK0301) — 2 — — — —
Seikai-NFRI (YK0305) 1ii 5 — — 1 —18
Seikai-NFRI (YK0306) 0ii 0 — — — —

19 NFRIAriake (YK0305) 5ii 11 — — 5 —

Yokouchi and Kiyomoto, Seikai NFRI
YK0305is split between the East China Sea (No = 18)
and NFRIAriake (19)

Tohoku-NFRI (SPINUP) 1ii 5 — — 1 —
20 Tohoku-NFRI (SY0306) — 3 — — — —

Saito, Tohoku National Fisheries Research Institute
Off Hokkaido and the North Pacific

21 Gulf of Thai 10ii 10 10 10 10 — Siripong and Matsumura, Chulalongkorn Univ.

22 Chiba-Monitoring Post — 17 — — — — Japan Coast Guard

23 HCFES — 11 — — — — Hokkaido Central Fisheries Experimental Station

24 Kurosaki — 12 — — — — Shiomoto, National Research Institute of
Fisheries Science

25 Osaka-Bay — 1 — — — — Tarutani, National Research Institute of Fisheries and
Environment of Inland Sea

26 NOMAD** 26 27 — — 15 — NASA Ocean Biology Processing Group
(Werdell and Bailey, 2005)

— Total 435 237 45 51 61 322 —
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Fig. 1.  Locations of the in-situ observations. (a) Global. (b) Around Japan. (c) Off California. Numbers in figures indicate cruises
(see Table 5).
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tions (Gordon and Morel, 1983):

Ed(λ , z) = Ed(λ , 0–) × e–Kd(λ)×z, (4)

Lu(λ , z) = Lu(λ , 0–) × e–Ku(λ)×z, (5)

where z is the depth, Kd(λ) is the diffuse attenuation co-
efficient of downward irradiance, and Ku(λ) is the dif-
fuse attenuation coefficient of upward radiance. The wa-
ter-leaving radiance, Lw(λ), was calculated from:

Lw(λ) = t/nw
2 × Lu(λ , 0–), (6)

where t is the transmittance from sea to air, and nw is the
refractive index of seawater. t and nw are approximately
0.98 and 1.341 respectively (Austin, 1974). The normal-
ized water leaving radiance nLw(λ) was defined as fol-
lows:

nLw(λ) = Lw(λ) × F0(λ)/Ed(λ , 0+), (7)

where Ed(λ , 0+) is incident irradiance at the sea surface
calculated by on-deck instruments.

The Marine Optical Buoy (MOBY) off the Hawai-
ian Islands is the primary calibration site for SeaWiFS
and MODIS, and has been continuously collecting Lu(λ)
at depths 1 m, 5 m, and 9 m at fine spectral resolution
over the whole visible spectrum since 1996 (Clark et al.,
1997; Mueller et al., 2003). The MOBY Lu(λ) values were
extrapolated to Lu(λ , 0–) and convolved with the GLI
spectral response functions. Theoretically estimated
Ed(λ , 0+) is used for the MOBY nLw in this study, as in
McClain et al. (2000). We added Tau_865 and Angstrom
data obtained by CIMEL Sunphotometer at the AErosol
RObotic NETwork (AERONET) site in Lanai, Hawaii
near MOBY.

Another way to obtain nLw is by making above-wa-
ter optical measurements. TriOS hyperspectral radiance
(RAMSES-ARC) and irradiance (RAMSES-ACC) sen-
sors measure upwelling radiance (Lu(λ , 0+)), downward
radiance (Ld(λ , 0+)), and Ed(λ, 0+). Skylight reflection
on the air/sea interface have to be corrected to derive the
Lw(λ ); we subtract the surface reflection assuming
Lw(λ  = 765 nm) to be zero.

Hand-held radiometers, called SIMBAD (Deschamps
et al., 2004) and SIMBADA (Bécu et al., 2003) are also
above-water radiometers and measure Lu(λ , 0+) and
Ed(λ , 0+). Lu(λ , 0+) is measured with the instrument in a
sea-viewing mode, while Ed(λ , 0+) is calculated from the
τA measured during a sun-viewing mode measurement.
The main characteristic of the instrument is the strong
reduction of the reflected skylight on the air/sea inter-
face due to polarization: the parallel component is cut by
a polarizer, while the perpendicular component is cut by

viewing the sea surface near the Brewster incidence an-
gle.

CHLA is determined by fluorometry using a
spectrofluorometer for “New Caledonia” (Neveux and
Lantoine, 1993; Dupouy et al., 2004) and a fluorometer
for other cruises after extraction by N,N-
Dimethylformamide (DMF) (Suzuki and Ishimaru, 1990)
or acetone. Optical densities of the CDOM in water
(ODy(λ)) were measured using the multi-purpose spec-
trophotometer (Shimadzu MPS-2400 etc.). The spectral
absorption of CDOM (ag(λ)) was calculated from mea-
sured optical density as follows:

ag(λ) = 2.303 × ODy(λ)/L, (8)

where L is the cuvette pathlength (m).
SS is derived as difference of weight of dried filter

paper between before and after suction filtering and wash-
ing away sea salts on the filter, as follows:

SS = (W2 – W1)/V, (9)

where W1 and W2 are filter weight before and after filter-
ing, and V is volume of the sample water.

4.  Match-up Analysis

4.1  GLI match up scheme
GLI level-1B data (LTOA for each channel) were ex-

tracted within ±62 lines and pixels (about 125×125 km),
and ±12 hours from the in-situ location and observation
time (optical measurements are limited to daytime). The
nearest time sample was selected if multiple observations
were obtained in the same GLI 1-km pixels in the same
scene. We generated GLI level-2 products for all the ex-
tracted level-1B data, and listed center pixel values, valid
pixel number and standard deviation of ±1 (3×3) pixels,
and cloud and land flags in ±2 (5×5) pixels for the com-
parison between in-situ and GLI parameters.

To analyze match-ups, we derived the following sta-
tistics: average of in-situ data (Xave), average of GLI data
(Yave), ratio of GLI to in-situ data (Ratio), root-mean-
square difference (RMSD), mean absolute percentage dif-
ference (MPD), and median absolute percentage differ-
ence (MedPD). These indexes are defined in Table 6.
CHLA, SS, CDOM, and K490 were log10 transformed in
the Xave, Yave, and RMSD calculations because they are
lognormally distributed in the natural oceans (Campbell,
1995).

4.2  Results from each cruise
Figure 2 displays scatter diagrams of the match-ups

for CHLA and nLw_443. Cruises are identified by index
numbers (ID in Table 5), and labeled in each plot. Statis-
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tics for each cruise are listed in Table 7.
Large values of MPD and MedPD were observed for

several cruises (e.g., gray-shaded boxes in Table 7 indi-
cate a Ratio less than 0.5 or greater than 2.0, and MPD or
MedPD greater than 100). “RedTides”, “031017Ka”,
“Isahaya”, and “NFRIAriake” are observations with high
CHLA (3–15 mg/m3) made in Ariake Bay (see Fig. 1).
“TKYOSGMI” and “ChibaTHY” are observations made
in Tokyo Bay that also have high CHLA (1–10 mg/m3).
“NPEC0305”, “OsakaBay”, and “GulfThai” are from
Toyama Bay, Osaka Bay, and the Gulf of Thailand re-

spectively. These observations may have been strongly
influenced by land (especially nearby large cities) and by
large amounts of river runoff, and are assumed to have
anomalous optical properties.  In particular,  the
“RedTides” data measured under Red tide conditions.
nLw_443 were often overestimated (Ratio >1.0) in these
cruises, but CHLA were either overestimated (e.g.,
NPEC0305 and the GulfThai) or underestimated (e.g.,
cruises in Tokyo Bay). ChibaTHY and certain points of
GulfThai and TKYOSGMI were obtained in shallow ar-
eas (depth less than 30 m).

For nLw, Tau_865 and Angstrom For CHLA, SS, CDOM and K490

Xave ∑i=1~N(xi)/N 10^(∑i=1~N(log10(xi))/N)

Yave ∑i=1~N(yi)/N 10^(∑i=1~N(log10(yi))/N)

RMSD sqrt(∑i=1~N((yi – xi)
2)/N) sqrt(∑i=1~N((log10(yi) − log10(xi))

2)/N)

Ratio ∑i=1~N(yi/xi)/N

MPD [%] ∑i=1~N(|yi/xi – 1|)/N × 100

MedPD [%] mediani=1~N(|yi/xi – 1|) × 100

Table 6.  Statistical equations.

N: number of data samples (both in-situ and GLI data are valid).
xi: in-situ data (i = 1~N).
yi: GLI data (i = 1~N).
Units of Xave, Yave and RMSD for nLw and units of Xave and Yave for CHLA, SS, CDOM and K490 are mW/cm2/sr/µm,
mg/m3, g/m3, m–1, and m–1 respectively.

Fig. 2.  Scatter diagrams of (a) CHLA and (b) nLw_443. Numbers indicate cruises.

(a) (b)
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4.3  Dependence of results on quality flags
The GLI ocean-color atmospheric correction algo-

rithm flags for each pixel indicate that the quality of the
pixel data can be degraded. We evaluated the statistics of
CHLA for several level-2 flags: (i) aerosol model selec-
tion beyond the range of the prepared aerosol-model ta-
bles, (ii) no convergence of the iteration process, (vi)
absorptive aerosol correction (i.e., Aalb < 1.0), (vii) low

nLw_545 (nLw_545 < 0.2), (viii) sunglint correction, and
(ix) shallow water (the bottom of the sea is less than 30
m). In addition, the following situations were also evalu-
ated: (iii) cloud neighbor (any cloud mask is on surround-
ing 5×5 pixels), (iv) land neighbor (any land mask is on
surrounding 5×5 pixels), (v) thick aerosols (Tau_865 >
0.25), depth shallower than euphotic depth (Zeu), (xi)
available pixel number less than 5 per 3×3 pixels, (xii)

Fig. 3.  Flagged data for CHLA and nLw_443. Two flags are shown in every panel by upward and downward triangles.
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variation coefficients (standard deviation/average ×100%)
in 3×3 pixels more than 20%, (xiii) satellite zenith angle
(SAZ) more than 45 degree, and (xiv) time difference
between satellite and in-situ observations more than 3
hours. We calculated Zeu from in-situ CHLA using equa-
tions proposed by Morel and Berthon (1989). If the coin-
cident in-situ CHLA was not available for nLw match ups,
we calculated CHLA using the in-situ nLws by the equa-
tion in Table 4.

The statistics for flagged samples are listed in Table
8, and their scatter diagrams are shown in Fig. 3. MPD is
extremely large (more than 100%), or Ratio is far from
1.0 (more than 2.0 or less than 0.5) in the cases (i), (ii),
(iii), (iv), (vii), (ix), and (x). These flags were frequently
raised in the cruise samples which showed large MPD in
Table 7. For example, (vi) absorptive aerosol and (ix)
shallow water flags were raised for more than half the
samples of Ariake-kai cruises (“RedTides”, “031017Ka”,
“Isahaya”, and “NFRIAriake”). Almost all samples of
Tokyo Bay (“TKYSGMI” and “ChibaTHY”) and Osaka
Bay were flagged by (iii) Near cloud and (vi) absorptive
aerosol. More than half the samples of “JetTriOS” and
“NPEC0305” were flagged by (iii) Near cloud, (vi) ab-
sorptive aerosol, and (viii) sunglint. Almost all samples
of “GulfThai” were flagged by (ix) shallow water.

We tested a flag set (i)–(iv), (vi)–(viii), (x)–(xii), and
(xiv) (labeled (c) in Table 8) similar to the SeaWiFS qual-
ity check (McClain et al., 2000). SAZ range, (xiii), was
not used because SAZ of GLI is always less than 60 de-
grees, which is the threshold of the SeaWiFS product.
After the strict quality control, MPD of CHLA improved
to 42.2%, but N decreased to 16, which is 6.8% of the
original sample number. If all flagged samples are ex-
cluded, N decreased to 11 (Table 8(d)). Causes of the small
N may be that GLI definitions and thresholds for absorp-
tive aerosol and sunglint reflectance are different from
SeaWiFS ones, and many coastal samples in the GLI
match ups, in addition to the limited GLI operation pe-
riod.

Percentages of the flagged samples in our match-ups
are not universal (see global frequency listed in right col-
umn in Table 8) because the GLI in-situ observations were
concentrated around coastal areas as shown in Fig. 1 and
aerosol model range (i) and shallow water flags (ix) and
(x) appeared more frequently in the coastal areas.

MPD of CHLA for flagged by (i)–(iv), (ix), and (x)
were large (>100%) compared with the original MPD
(93.7%). On the other hand, MPD was not made worse
by (viii) sunglint, (xi) surrounding available pixel number,
(xiii) satellite zenith angle, (xiv) and 3-hour time win-
dow. McClain et al. (2000) mentioned that Lw values have
a dependency on solar zenith angle, and the time differ-
ence between satellite and in-situ observations should be
less than three hours. We could not find a difference of

MPD and MedPD between samples within three hours
and from three to twelve hours in the GLI match ups.

To investigate algorithm performance, we excluded
samples flagged by (i), (ii), (iii), (iv), (vii), and (x) (labeled
as (a) in Table 8, called QC hereafter), because they are
unavoidable in the observation mechanism or irregular-
processing cases when LTOA might be influenced by sub-
pixel land or cloud contamination, horizontal scattering
from the land or cloud, and the nLw spectrum was out of
range in the aerosol and in-water models. We assumed
that (x) “Zeu flag” was better than (ix) “30-m depth flag”
when evaluating the sea bottom effect because (ix) is
raised even if the Zeu is shallower than 30 m (correspond-
ing to CHLA > 1.63 mg/m3). The low nLw_545 flag (vii)
was used because it was often raised near cloud with an
irregular nLw spectrum. MPD, MedPD and sample
number of CHLA match ups were 93.7%, 61.9%, and 237
before the QC, and 54.5%, 46.6%, and 116 after the QC.

4.4  Scatter diagrams
Figure 4 and Table 9 present scatter diagrams and

their statistics for nLw_380–710, Tau_865, Angstrom,
CHLA, SS, CDOM, and K490 before and after the QC.
Difference of sample number, N, is due to availability of
in-situ observations. After the QC, GLI nLws agree well
with the in-situ values at 380 to 565 nm (MPD is 23.7–
82.1%, and MedPD is 14.1–35.7 after the QC). On the
other hand, GLI nLw_625–680 is sometimes widely scat-
tered from the in-situ data (e.g., when nLw_625–680 >
0.2 mW/cm2/sr/µm). The reason that MPD of nLw_710
was extremely high (2139.7%) is because the values were
nearly zero (from 0 to 0.03 mW/cm2/sr/µm).

GLI Tau_865 is higher than the in-situ data by about
double on average (Ratio = 1.98), which is due to some
offset in small Tau_865 samples (averages of in-situ and
GLI Tau_865 are 0.096 and 0.128; their difference is about
30%). Averages of in-situ and GLI Angstrom are 1.101
and 0.662 respectively, i.e., GLI Angstrom is smaller than
the in-situ value on average (the opposite result, Ratio =
2.83, is due to overestimation in the near zero range).

GLI and in-situ CHLA agree well on average, but
are sometimes scattered (underestimated) in the high-
CHLA range (e.g., MPD = 80.3% and MedPD = 80.3%
for in-situ CHLA > 3 mg/m3). K490 is underestimated
for high K490 samples (e.g., in-situ K490 > 0.3 m–1). GLI
SS was scattered in high SS range, and CDOM seems too
low compared with the in-situ data.

4.5  Correlation among errors
We investigated correlations between parameters and

errors (Table 10). Correlations with errors on Tau_865,
Angstrom and nLw_565, (a), indicate characteristics of
the aerosol correction; (a-1) error of aerosol spectrum
represented by Angstrom, (a-2) error of aerosol amount,
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Fig. 4.  Scatter diagrams of nLw_380 to 680, CHLA, SS, CDOM, K490, Tau_865, and Angstrom. Black points represent samples
that passed QC; gray circle, samples screened by QC.

ers, (c), show errors related to absorptive aerosol and GLI
absorptive aerosol correction. Correlations between
sunglint reflectance and others, (d), show errors related
to sunglint and the GLI sunglint correction.

Errors of nLws are correlated negatively with
Angstrom (Table 10(a-1)), because overestimation (un-

Tau_865, and (a-3) nLw errors at several wavelengths.
Correlations between in-situ nLw_680 and other param-
eters, (b), indicate errors in highly turbid (i.e., Case-2)
waters where the errors may be caused by estimation er-
ror of nLws at NIR channels by in-water model in the
iteration procedure. Correlations between Aalb and oth-
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derestimation) of the Angstrom (i.e., spectral slope of
aerosol reflectance) causes overestimation (underestima-
tion) of ρA + ρMA at visible channels and that in turn causes
underestimation (overestimation) of nLw at visible chan-
nels (see Figs. 5(5) and (6)). Negative correlation between
Angstrom and Tau_865 indicates that errors of Tau_865
and Angstrom act in opposite directions for nLw errors;
underestimation of angstrom makes nLw high but simul-
taneous overestimation of Tau_865 makes nLw low. We
found a positive correlation between Tau_865 and
nLw_443 that seems to be an opposite relation to that
supposed in Eq. (2), and strong correlations between er-
rors in nLws (a-3). The reasons for the correlation are
discussed in Section 5.

When in-situ nLw_680 was very high (e.g., more than
0.3 mW/cm2/sr/µm), nLw values were underestimated.
In contrast, there was no significant correlation between
the nLw_680 error and the CHLA error.

When the absorption was strong (Aalb << 1.0), nLw
in green to red channels and CHLA were underestimated
(see, Figs. 5(8)–(9)–(6)–(7)). When sunglint was exces-
sive, Tau_865 and nLw_443 were estimated too high (see,
Figs. 5(2)–(3). In contrast, there were no significant cor-
relations between sunglint and errors of Angstrom,
nLw_680, and CHLA. The correlations are discussed and
interpreted in Subsection 5.3.

5.  Summary and Conclusions

5.1  GLI ocean color product accuracy
We obtained 237 GLI and in-situ match-ups for

CHLA (116 after the QC) and 435 match-ups for nLw_443
(249 after the QC). The match-up data after the QC shows
that MedPD were 14.1 to 35.7% for nLws at 380 to 565
nm, 52.5 to 74.8% for nLws at 625 to 680 nm, 47.6% for
Tau_865, 46.2% for Angstrom, 46.6% for CHLA, 56.2%
for SS, 74.3% for CDOM, and 43.4% for K490 (see Ta-
ble 9).

GLI CHLA (CHLAGLI_nLw) was scattered (underes-
timated) considerably from in-situ CHLA (CHLAinsitu) in
the high-CHLA range (Fig. 6(a)). CHLA derived using
in-situ  nLws by the GLI in-water algorithm
(CHLAinsitu_nLw) was generally in agreement with
CHLAinsitu (Fig. 6(c)). However, CHLAGLI_nLw was lower
than CHLAinsitu_nLw in the high-CHLA range (Fig. 6(b)).
The results indicate that the underestimation of
CHLAGLI_nLw in the high-CHLA range is caused by an
error in the atmospheric correction, not the in-water al-
gorithm.

Accuracies of SS and CDOM are important for the
atmospheric correction algorithm because it uses SS and
CDOM as inputs to an in-water optical model in the it-
eration process and absorptive aerosol correction (see Fig.
5). We should refine SS and CDOM retrievals further by
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making more in-situ measurements and improving the in-
water optical model. For example, regional dependencies
should be evaluated because the CDOM algorithm and
the in-water optical model were developed based on in-
situ observations in CalCOFI and near Japan areas, re-
spectively (Kahru and Mitchell, 2001; Tanaka et al.,
2004).

GLI Tau_865 tended to be larger and Angstrom lower
than in-situ values. GLI Tau_865 is in relatively better
agreement with SIMBADA values than AERONET
(Lanai) ones (SIMBADA: Yave/Xave = 1.19, N = 166;
AERONET (Lanai): Yave/Xave = 3.72, N = 25). Similar
errors have been reported in the aerosol products by
SeaWiFS and MODIS (Fargion et al., 2001; Fargion and
McClain, 2003a). The possible causes of the bias are GLI
calibration error in NIR channels, unexpected light from
out of the GLI footprints, horizontal scattering light from
land or cloud near the pixel, an error in estimate of sea-
surface reflectance, etc., but the actual causes cannot be
identified in this study.

5.2 Comparison with validation results from other sen-
sors
The NASA Ocean Biology Processing Group has

performed validations for SeaWiFS, OCTS, and Aqua
MODIS. MedPDs were 33% and 17% for SeaWiFS CHLA
and nLw_443, 46% and 25% for OCTS ones, and 41%
and 21% for Aqua MODIS ones (McClain et al., 2000;
Fargion and McClain 2003b; Bailey and Werdell, 2005).
In the match-up analysis, the samples were screened care-

fully using their quality flags and spatial uniformity tests
(coefficient of variation of surrounding 3×3 pixel is less
than 20%), which reduced the number of samples to about
38% of the no-overlapped original match-ups (McClain
et al., 2000). MedPD of GLI CHLA is a little larger (46.6%
after QC) and the QC is looser (N is only reduced to 49%)
than the values for SeaWiFS and MODIS. It is hard to
use the same quality tests because flag sets and their
thresholds are somewhat different according to the algo-
rithm characteristics, e.g., cloud detection and absorptive
aerosol correction. If we screened more samples using
the flag set (c) in Table 7 similar to the SeaWiFS quality
control, MedPD of CHLA was improved to 28.0%, but N
decreased to 16 (6.8% of the original sample number). If
we screened samples to a similar percentage to the
SeaWiFS one (N = 81, 34% of the original sample number)
by the flag set (b) in Table 7, MedPD of CHLA decreased
to 42.4%. These results indicate that the GLI product ac-
curacy is comparable to that of the SeaWiFS, OCTS and
MODIS.

5.3  Discussion of error correlations
We investigated the reasons for the CHLA and nLw

errors using correlations between parameters and their
errors in Table 10.
(a)  Aerosol estimation

Aerosol reflectances (ρA + ρMA) in visible channels
are estimated based on Tau_865 and an aerosol model
derived using NIR channels. The aerosol model describes
the spectrum shape of the aerosol optical thickness and is

678nm380nm 443nm 545nm 865nm 

ρT 

ρA+ρMA 

T×ρG 

t×ρW 

ρM 

CHLA, SS, and CDOM 

nLw_380 

(7) In-water algorithm 

T×ρG 
ρM 

ρA+ρMA 

Negative nLw 

(6) nLw estimation 

Tau_865 and aerosol model 

(Angstrom exponent) 

(3) ρA+ρMA at NIR channels 

In-water optical model 

error 

(9) Correction of aerosol absorption 

(4) Aerosol model 

selection 
(5) Estimation of ρA+ρMA 

at visible channels 

(1) Estimation of nLw at NIR (8) Estimation of nLw_380 

Bias and  

slope errors 

(2) Sunglint correction 

nLw_678 and nLw_865 

Fig. 5.  GLI atmospheric correction scheme and error propagation.
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represented by the Angstrom exponent ((3)–(4)–(5) in Fig.
5). The estimation process causes strong correlations be-
tween nLw errors of different wavelengths. By using ra-
tios between nLws in the empirical equations shown in
Table 4, the influence of the aerosol estimation error is
weakened in the CHLA estimate (this is the cause of no
correlation between CHLA and nLw_565 in Table 10(a-
3)).

Table 10(a-2) shows the nLw_443 was overestimated
but not nLw_565 when Tau_865 was overestimated. The
causes of the lack of correlation between Tau_865 and
nLw_565 are possibly that influence of Angstrom and
Tau_865 errors canceled each other because of the nega-
tive correlation between Tau_865 error and Angstrom
error (Table 10(a-1)). On the other hand, the causes of
the positive correlation between Tau_865 and nLw_443
are assumed to be that the influence of Angstrom error is
stronger than the error of Tau_865 on nLw_443 because
of the stronger influence of slope (Angstrom) than bias
(Tau_865) far from the origin (678 and 865 nm) (see Fig.
5). The different responses in blue and green channels
might cause negative correlation between Tau_865 and
CHLA (we cannot confirm this because no CHLA obser-
vation was coincident with a Tau_865 observation in our
samples).
(b)  High in-situ nLw_680 condition

nLw_680, which is nearly zero in the clear water, is
increased by in-water particle backscattering in the case
of high CHLA or Case-2 waters. In such cases, estimates
of nLws at NIR by an in-water optical model (Fig. 5(1))
can cause errors in aerosol estimates. Correlations in Ta-
ble 10 (b) indicate that the algorithm treated a part of ρW
as ρA + ρMA, and subtracted too much from ρT, causing a
lower estimate of ρW in visible channels (cf. Figs. 5(1)–
(3)–(4)–(5)–(6)). The situation can be viewed as an un-
derestimation of nLws in visible channels. In contrast,
there was no significant correlation between the nLw_680
error and the CHLA error because CHLA error is reduced

by using ratios between nLws, which have errors in the
same direction.
(c)  Absorptive aerosol correction

Absorptive aerosol correction incleases nLws at 380
nm to 520 nm according to the differences between
nLw_380 derived by satellite and nLw_380 simulated by
the in-water optical model using provisionally derived
CHLA, SS, and CDOM during the iteration process (cf.
Figs. 5(8)–(9)). The simulated nLw_380 can become too
large where CHLA and CDOM are underestimated in the
previous iteration. In this case, the absorptive correction
works excessively, enhancing nLw in the blue channels
and decreasing the CHLA and CDOM estimates (Figs.
5(9)–(6)–(7)). The underestimation of CHLA and CDOM
causes the model’s nLw_678 to be smaller and nLw_380
larger again (Figs. 5(1)–(3)–(4)–(6)). This feedback er-
ror sometimes occurs in the coastal areas due to too much
in-water absorption by CDOM or mixture of CDOM and
absorptive aerosol (e.g., “TKYOSGMI” cruise in Tokyo
Bay).
(d)  Sunglint

The correlation between Tau_865 error and sunglint
reflectance (ρG) indicates that ρG is underestimated when
sunglint is excessive. In this case, the algorithm subtracts
the error of ρG as a part of aerosol (ρA + ρMA) in the esti-
mation of nLws in visible channels. The cause of the cor-
relation between ρG and nLw errors at 443 nm and 565
nm may be that the aerosol model selected by ρA + ρMA +
“ρG error” in the NIR band could not properly estimate
the aerosol reflectance in the visible channels.

5.4  Items for the future
We have demonstrated that GLI ocean-color prod-

ucts achieved accuracies comparable with those of other
current sensors, but better accuracy and spatial and tem-
poral stability is still required for future applications in-
cluding coastal monitoring and multi-sensor combined
use. From this study, we have identified following items

Fig. 6.  Comparisons among in-situ CHLA, CHLA by in-situ nLw, and GLI CHLA using the common samples for all figures.
Black points represent samples that passed QC; gray circle, samples screened by QC.

(a) (b) (c)
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that need to be improved in subsequent steps.
a) Improve the in-water optical model for estimat-

ing absorption and scattering from CHLA, SS, and CDOM
in both offshore and coastal areas. For parameterization
within the in-water optical model, we need to make in-
situ databases for coastal areas. Consistent, accurate in-
situ observations are important for this work. Protocols
for in-situ measurements and processing should be im-
proved and maintained to make the consistent datasets;

b) Improve absorptive aerosol correction, i.e., the
characterization of spectrum of absorptive aerosols;

c) Address sea-surface reflection more precisely,
including whitecaps and sunglint;.

d) Estimate the influence of horizontal scattering
from neighboring bright targets (cloud and land); and

e) Improve shallow-water flagging with spectral
transparency, depending on CHLA and SS.
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